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Abstract. Face alignment has been an active research area in computer
vision community, since it provides an important basis for further analy-
sis of facial properties such as identity, expression, gender, etc. for more
than ten years. However, there exists no common evaluation benchmark
so far which contains enough variations for evaluating both accuracy and
robustness of alignment algorithms. We propose an experimental setup
that includes multiple datasets containing different level of varieties. An-
notation of landmarks are provided and two widely used evaluation met-
rics are suggested. We believe that this will provide a common platform
for benchmarking face alignment.

1 Introduction

Numerous works have been conducted to solve the face alignment problem such
as the active shape models[1], active appearance models [2], constrained local
models [3] and many of their extensions [4-8], due to its importance in a wide
range of applications, such as analysis of expression, pose direction, gender, age
and identity of human faces. Collecting databases for benchmarking face align-
ment is an expensive task as labeling facial landmarks on face images is a tedious
and time-consuming work. There are some databases available so far, such as
the IMM database [9] and the XM2VTS [10] database, which are annotated with
58 and 68 landmarks respectively. However, the number of subject in the IMM
database is very limited while the variation in the XM2VTS database is not
sufficient.

The goal of this proposal is to provide an experimental setup and proper
metrics for evaluating different face alignment systems. We focus on aligning
faces in 2D still images which are captured with monocular cameras, since in real-
world applications monocular cameras are most commonly used and their prices
are cheaper than other configurations. We utilize four different publicly availabe
face databases for the experiments. The collection includes different variations
in pose, illumination, expression, occlusion, etc. These variations enable us to
analyze different generalization capabilities on different level of variations.

The following two sections describe the proposed experimental setup and the
suggested evaluation protocol in detail.
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Fig. 1. Example of the face dataset: (a) FRGC v2.0 database, (b) FERET database,
(c) IMM database, and (d) LFW database.

2 Data

To evaluate the accuracy and robustness of the face alignment algorithms, we col-
lected a set of 1529 images from multiple publicly available databases, including
the FRGC v2.0 database [11], the FERET database [12], the IMM database [9],
and the Labeled Faces in the Wild (LFW) database [13]. Figure 1 shows sam-
ple images from these four databases. We partition all images into four distinct
data sets. Table 1 lists the properties of each database and partition. Set 1 in-
cludes 400 images (one image per subject), where 200 images are from the FRGC
database and the other 200 images are from the FERET database. Set 1 is used
as the training set. Set 2 includes 389 images from the same subjects but dif-
ferent images as the FRGC database in Set 1. Set 3 includes 240 images from
40 subjects in the IMM database that were never used in the training. Set 4
includes randomly selected 500 images of 500 subjects from the LEFW database.
This partition ensures that we have two levels of generalization to be tested, i.e.,
Set 2 is tested as the unseen data of seen subjects; Set 3 and 4 are tested as the
unseen data of unseen subjects. Set 4 is a particular challenging dataset since it
is collected from the Internet. The images were captured under cluttered back-
ground and various real-world illumination environments using different types
of cameras.

There are 58 manually labeled landmarks for each of the 1529 images. Fig-
ure 2 shows an example of annotated image. The annotation format follows the
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one proposed in [14], which also describes the contours of the face components
using closed or open paths.

| [ FRGC [FERET] IMM [LFW]
Images 589 200 240 500
Subjects 200 200 40 500
Variation|Frontal, expression| Pose |Pose, expression| All
Set 1 200 200

Set 2 389

Set 3 240

Set 4 500

Table 1. Summary of the datasets.

Fig. 2. Example of an annotated image.

3 Protocol

As stated in Section 2, Set 1 will be used as training data, and the other three
sets will be used as testing sets. For propoer comparison, we do not suggest
automatic initialization to avoid additional errors introduced by automatic face
detection or eye localization. Instead, the randomly perturbed ground truth land-
marks will be used as initial condition for starting an alignment. The procedure
is repeated multiple times on each image of the testing set in order to perform a
statistical evaluation of the result. The initial position of the landmarks is gen-
erated by perturbing the shape parameter with white Gaussian noise at different
noise level. An alignment is claimed as converged if the Root Mean Square Error
(RMSE) between the aligned landmarks and the ground truth is less than 7.
The alignment robustness and accuracy is assessed by computing: (a) the Aver-
age Frequency of Convergence (AFC), given by the number of trials where the
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alignment converges divided by the total number of trials; and (b) the histogram
of the RMSE (HRMSE) of the converged trials, which measures how close the
aligned landmarks are to the ground truth. The evaluation metrics were widely
adopted in this research domain [4-7]. As the face images in different sets might
have various scales, the RMSE is normalized by dividing the eye distance.

The runtime complexity of the evaluated alignment system and hardware on
which the experiments are conducted should also be provided.

4 Conclusion and Future work

We have presented an experimental setup for evaluating different level of gener-
alization for face alignment. Four publicly available face databases are utilized
for the experiments. Annotation of the landmarks will be provided as well. We
suggested two evaluation metrics to evaluate both accuracy and robustness of
the alignment algorithm. We believe that this experimental setup will provide a
useful platform for comparing and analyzing different alignment approaches.
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