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Abstract

In this paper we introduce a new person tracking-by-
detection approach based on a particle filter. We leverage
detection and appearance cues and apply explicit occlusion
reasoning. The approach samples efficiently from a large
set of available person part-detectors in order to increase
runtime performance while retaining accuracy. The track-
ing approach is evaluated and compared to the state of the
art on the CAVIAR surveillance dataset as well as on a mul-
timedia dataset consisting of six episodes of the TV series
The Big Bang Theory. The results demonstrate the versa-
tility of the approach on very different types of data and its
robustness to camera movement and non-pedestrian body
poses.

1. Introduction
Person tracking has gained a lot of interest over the last

years [1, 6, 4, 10, 11]. The focus usually lies on pedes-
trian tracking, for example in the context of safety & secu-
rity within camera networks or in cars to increase pedestrian
safety. In such scenarios, people are assumed to be in an up-
right pose, which simplifies both detection and tracking. On
the other hand, there are vast amounts of data which do not
fulfill these conditions, for example multimedia data such as
movies and TV series, as well as personal videos or videos
on social media sites. In such data, non-upright poses are
much more prevalent and occlusions are very common, for
example in close-up shots where only the upper body of a
person is visible.

In this paper, we present a part-based tracking approach
that works equally well in different scenarios. We use the
poselet detector [3] as our underlying detector due to its
flexibility and robustness over a wide range of human poses.
However, one of the main problems of the poselet detector
is its high computational demand. We therefore propose a
dynamic part selection method with the goal of significantly
speeding up the detection procedure by reducing the num-
ber of poselets which have to be evaluated each frame.

We evaluate our approach on two very different data

Figure 1. Tracks on The Big Bang Theory. The part-based ap-
proach can deal with partly occluded persons and persons in non-
pedestrian poses (e.g., sitting).

sets: 1. The CAVIAR dataset, which consists of typical
surveillance-type data, and 2. the first 6 episodes of the TV
series The Big Bang Theory. We will show in our experi-
ments that the proposed tracking approach is suited for both
of these very different scenarios. Further, we will show sig-
nificant speed-ups with our proposed dynamic part selection
technique, while maintaining a strong level of tracking ac-
curacy. An exemplary tracking result is depicted in Fig. 1.

The paper is structured as follows: We first give an
overview over related work in Sec. 1.1, and briefly sum-
marize the underlying poselet detector in Sec. 2. In Sec. 3,
we describe the proposed tracking approach and extend it
by a dynamic way to select detectors in Sec.4. Finally, we
present experimental results in Sec. 5.

1.1. Related Work

One key component for person tracking is to reliably lo-
cate persons in an image, i.e. person detection. The state-
of-the art person tracking methods all rely on an underlying
person detector not only to initialize tracks, but also to con-
tinually evaluate the presence of a person while tracking,
which coined the term tracking-by-detection [1]. Different



person detectors have been proposed to be used as underly-
ing detector, for example based on pictorial structures with
discriminative part detectors [1], Edgelet-based part detec-
tors [6], the Implicit Shape Model [8, 4] or a Histograms
of Oriented Gradients (HOG) detector [4]. We explore the
poselet detector [3] as underlying detector, which can by
construction deal with a wide range of poses. Unlike previ-
ous work, we explicitly take into account the computational
demand of the detector and propose a dynamic subsampling
technique of the parts depending on the track history (see
Sec. 4.1) as well as for track initialization (see Sec. 4.2).

In order to connect detections to tracks, many recent ap-
proaches first detect all possible person locations globally in
all frames, and then associate them first to short and reliable
tracklets, then to longer tracks [6, 10, 11]. Such association-
based tracking turns out to be robust against occlusions and
mismatches, however, it requires knowledge of all frames
in advance and therefore is only suitable in offline settings.
This is a strong requirement which cannot always be met,
for example for real-time tracking in a camera network. In
order to perform online-tracking, a popular choice is to em-
ploy a particle filter [4]. Since we do not want to restrict
ourselves to offline settings, we employ a particle filter as
well in this paper. However, in contrast to [4], we not only
use it for the purpose of tracking, but also as a means to re-
strict the number of required evaluations of the detector in
order to improve runtime (see Sec. 3.1).

2. Person Detection
For person detection, we build on the part-based poselet

approach by Bourdev et al. [3]. A poselet part detector is a
HOG feature-based linear support vector machine classifier.
Training data for a specific part is selected by the actual un-
derlying 3D-pose of the person in the selected partial view
of the training image. As such, parts which might be visu-
ally similar, but do not stem from the same pose, will not
end up in the same part classifier. Part detectors can actu-
ally be for very specific poses, e.g. a “right arm crossing a
torso”. Each poselet detection casts a vote towards the full
bounding box of the person. These votes are clustered and
confidence-thresholded before being accepted as final per-
son detections. We employ a set of more than 1000 poselet
part detectors1. The large number of body part detectors
results in a good robustness to partial occlusions, pose and
orientation variation, but of course results in a high compu-
tational cost which is roughly linear to the number of parts.

3. Tracking Approach
In our tracking approach we apply a particle filter in

combination with poselet detector as follows. For a new
1We use the pre-trained models from

http://www.cs.berkeley.edu/∼lbourdev/poselets/

track (see Sec. 3.4), a random set of particles is initialized
with uniform weights. In each time step, particles are prop-
agated through a system model into a new state. Each par-
ticle’s state is evaluated by an observation model which up-
dates the particle weights accordingly. For the next timestep
a new set of particles is sampled from the old set accord-
ing to their weights. For further details on particle filtering
please refer to [7].

State We model a track i at time t with a three-
dimensional state, containing the location within the image
as well as a scale value that represents the size of the track:

stateit = (xit, y
i
t, s

i
t)
>. (1)

The scale value is related to the size of a person detection
through sit = wi

t/wbase with the width of the track’s per-
son hypothesis wi

t and the base width of the person detector
wbase.

Propagation A simple noise-based motion model is used
for particle propagation:

(xit, y
i
t) = (xit−1 + εloc, y

i
t−1 + εloc) (2)

sit = sit−1 + εscale (3)

with noise terms εloc and εscale which are randomly
drawn from zero mean Gaussian distributionsNloc(0, σ

2
loc),

Nscale(0, σ
2
scale). While σscale is a fixed parameter over the

course of a sequence, the standard deviation for the location
within the image is individual to each track and computed
as σloc = σloc base ∗ f(sit−1). This follows the intuition
that larger person detections are closer to the camera and
their movements have a greater effect in terms of image co-
ordinates. We explicitly do not use a velocity-based mo-
tion model results in order to increase robustness in cases
where a tracked object abruptly changes direction. Note
that these changes in track direction can also be caused by
camera movement, when the camera is not fixed as is often
the case in multimedia data.

We use two observation models for scoring the particles
in order to include both evidence from the detector and ap-
pearance cues into each particle’s weight.

3.1. Detector Observation Model

The detector observation model updates the weight wi
j

of the jth particle of track i based on poselet detection
scores. Given a particle state and a poselet detector one
can compute the expected location of a potential positive
poselet response. A poselet detection [xpl, ypl, wpl, hpl]
with votes [vx, vy, vw, vh] and scale spl = wpl votes for
a person detection [xps, yps, wps, hps] = [xpl+vxspl, ypl+
vyspl, vwspl, vhspl]. In reverse – starting from the person



detection – we can compute the location of an expected cor-
responding poselet detection as:

spl = wps/vw (4)
[xpl, ypl, wpl, hpl] =

[xps − vxspl,yps − vyspl, wps/vw, hps/vh] . (5)

In this way, we can determine the position of a potential
contributing part-detection, which is faster than scanning a
bigger area around the current track position with all part
detectors and does not sacrifice much accuracy. The poselet
detector is then evaluated at that location and the resulting
poselet scores dk contribute to the particle weight:

wdij =

#detectors∑
k=0

f(dk), f(dk) =

{
dk dk > 0
0 else (6)

While in many cases parts of the features can be shared
among particles and need not be recomputed, the large num-
ber of detectors makes this particle scoring computationally
expensive. On the other hand, leaving out the wrong part
detectors may lead to low particle weights and inadvertent
termination of tracks. We describe an approach to handle
this situation in Sec. 4.

3.2. Appearance Observation Model

In addition to the detector observation model we use an
color-based appearance model. Appearance information is
complementary to the detections and can keep a track alive
if for some reason the detector fails but the person is still
visible. It also helps to terminate tracks more quickly if a
person disappears but background clutter causes part detec-
tors to still support some particles.

We model the appearance of a track through an RGB
color histogram. Histograms are computed for each particle
Hi

j and matched against that of the track Hi to compute the
particle weight:

waij = 1−DB(H
i, Hi

j). (7)

DB is the Bhattacharyya distance. Particle histograms are
computed over an area [x, y, w, h] = [0.33, 0.2, 0.33, 0.3]
of each particle’s bounding box in order to primarily capture
upper body clothing colors.

The final weight of a particle j of track i is then deter-
mined as a weighted sum:

wi
j = wdij + α ∗ (1 + β) ∗ waij (8)

β = max
tk 6=ti

areati ∩ areatk
areati ∪ areatk

. (9)

with a fixed weight α that determines the influence of ap-
pearance on the track. The appearance is also weighted by
the maximum degree that track ti overlaps with other tracks.

This ensures that the influence of appearance on particle
evaluation increases when tracks start to overlap and their
detection confidence becomes a less reliable information.

Taking into account the observation models’ scores, a
final track hypothesis for the current timestep is computed
as the weighted average of all particle states. The track’s
appearance histogram is then updated using the new track
hypothesis.

3.3. Occlusion Handling

Occlusions can be detected by determining when two
tracks t1 and t2 start to overlap. Once such a situation oc-
curs it must be determined which of the overlapping tracks
is the one that gets occluded. We use two cues to make
this determination - the difference in scale and changes in
appearance. We compute an occlusion term

occ(t1, t2) =
dapp(t1)

dapp(t2)
· γ st2
st1

. (10)

with the difference dapp(t1) = |app(t1) − appavg(t1)| be-
tween the current appearance of a track app(t1) and its av-
erage appearance over the recent past appavg(t1) and the
scale st1 of a track. A value occ(t1, t2) ≥ 1 hints towards
either the scale of track t1 being smaller than that of t2,
the appearance change in track t1 being more significant or
both. Consequently we assume track t1 to be occluded for
occ(t1, t2) ≥ 1 and t2 otherwise. A weight γ is used to bias
this decision towards the scale or appearance cue. In our
implementation we set γ to 1.

Once a track is considered occluded, its motion model is
switched from a noise-based propagation to velocity-based
propagation. We use velocity in cases of occlusion in or-
der to increase the chance of picking the track up correctly
once it reappears. Unless the occluding track has similar
size and appearance, the occluded track’s particles receive
only small weights. A track becomes un-occluded once its
bounding box no longer overlaps with the occluding track
and its particle weights recover. Tracks that remain oc-
cluded for more than three seconds are terminated. While a
track is occluded, its appearance does not get updated.

3.4. Track Initialization and Termination

Without assuming any prior knowledge about the scene
and especially in the case of non-stationary cameras, new
persons can appear anywhere within the image. This is in
contrast to other approaches where entry- and exit-zones
of the scene are explicitly modelled (e.g., [6]). Accord-
ingly, we scan the entire image in regular time intervals for
new tracks. New detections dn are matched against existing
tracks and disregarded if any of the following is true:



max
track ti

areati ∩ areadn

areati ∪ areadn

≥ thrmatch or (11)

∃ti : areati ∪ areadn == areati . (12)

The second case is based on the observation that new per-
sons cannot first appear in full occlusion.

If a remaining detection has a high score, a track is cre-
ated from it. If its score is too low but more detections are
found in the same area over multiple consecutive timesteps,
their scores are accumulated. When this accumulated score
becomes high enough, a new track is created as well. In our
implementation we require detections accumulate a score of
at least thrscore over a maximum of five frames. The score
threshold depends on the detection scale sd and is set to
thrscore = 50ds. Note that poselet person detection scores
are computed as the sum of all contributing poselet scores.
Therefore high score values are common.

Tracks are terminated if they either leave the image area
or do not get sufficient support from their observation mod-
els over a period of one second.

4. Dynamic Part Sub-Selection

We propose a dynamic approach to reduce the number of
part-detectors required in the observation model and during
track initialization.

4.1. Track-specific Part Selection

In order to speed up the particle evaluation in the ob-
servation model while retaining the important detectors and
thus the tracking accuracy, we keep an individual set of de-
tectors with each track. The set is divided into two sub-sets,
a core set and a dynamic set.

The core set is meant to contain detectors that are ex-
pected to have high relevance for the track. The detectors
in the dynamic set are randomly selected at each timestep
from those that are not in the current core set. That way we
ensure that each available detector is used every once in a
while.

For each detector dk, we keep the number of times cuk it
was used. A second value chk denotes the “usefulness” of
the detector for the current track. This usefulness is deter-
mined as the sum of scores of all detections that supported
particles of the track. The ratio rhk = chk/c

u
k is the relative

usefulness of the detector. Each time the observation model
evaluates a track’s particles, the core set is first filled with
those detectors that have the highest rhk . The dynamic set
is then filled with a random selection of the remaining de-
tectors. rhk is computed over a recent history of the track
to prevent detectors that were initially supporting the track
strongly but do not any more from remaining in the core set
for too long. The number of frames in the history is set to
correspond to two seconds of video.

Figure 2. The detectors of the core subset (hits in yellow) provide
stronger hits than those of the dynamic subset (hits in magenta).
Higher detection scores correspond to a larger radius.

Using this dynamic detector management runtime per-
formance can be increased while the benefits of a large num-
ber of part detectors remain intact. This approach works
well together with the pose-based nature of the poselet de-
tectors. A standing person may be well detected by a pedes-
trian poselet and as the person sits down it may go through
a range of poselets that correspond to the current body pose.
In this way, the detector core set gathers knowledge specific
to the track it belongs to represented by the types of poselets
it contains.

Fig. 2 depicts detector hits from the core and the dynamic
subset. In a sitting and occluded position, the core subset
mostly contains detectors that focus on the face but for a
standing person a much wider range of detectors is in the
core set. Note that this approach to select from a larger de-
tector pool could also be used in combination with holistic
person detectors that may be trained for different angles or
viewpoints.

4.2. Part Selection for Initialization

The track initialization step can also be sped up signifi-
cantly by using a subset of detectors. Starting from a ran-
dom selection of detectors, the set is regularly repopulated
by those detectors that performed best in the past. Detec-
tors are considered to perform well, if they contributed to
detections that lead to new tracks being created or caused
detections that matched existing tracks. The set of part de-
tectors that lead to a new track initialization is used as an
initialization of the new track’s core subset (see Sec. 4.1).
While the track detector subsets contain information spe-
cific to each track, the initialization detector subset gathers
global information about the scene. In this way we are able
to leverage track specific information and scene specific in-
formation using the same approach without having to make
any prior assumptions.



5. Experimental Results
5.1. Datasets

We evaluate our approach on two datasets. The CAVIAR
dataset2 consists of surveillance videos captured by a static
camera in a corridor of a shopping mall. This dataset has a
very low resolution (384×288) and contains several scenes
with occlusions. We created a modified set of groundtruth
annotations where we fixed some annotation oddities such
as person bounding boxes that only surround the foot of a
person if the rest is occluded. We will make this corrected
groundtruth available online3. In order to provide compa-
rability with previous work, we report results on both the
original and the corrected groundtruth.

We further evaluate on a dataset consisting of the first 6
episodes of the TV show The Big Bang Theory (BBT). This
multimedia dataset has a higher resolution of 1024×576,
moving cameras, many different angles, non-pedestrian-
like poses (e.g., sitting), inter-object occlusions and persons
are frequently only partially visible because they are cut off
by the camera. Each episode is about 20 minutes in length
and contains around 30, 000 frames. We labelled every 10th
frame as groundtruth.

5.2. Evaluation Methodology

We use Multiple Object Tracking Accuracy (MOTA) [2]
as evaluation metric:

MOTA = 1−
∑

tMISSt + FPt +MMt∑
tGTT

(13)

where MISSt is the number track misses, FPt the number
of false positive tracks, MMt the number of track switches
(mismatches) and GTt the number of groundtruth tracks
at time t. For the CAVIAR dataset we report the average
MOTA over all sequences and for the BBT dataset the aver-
age MOTA over all cuts of an episode.

5.3. Results

For our experiments on both datasets we chose a fixed
number of 100 particles. We set the base value for prop-
agation in location σloc base to 1. The larger person sizes
in the BBT dataset adjust this value automatically. Unless
otherwise specified we use all available part detectors in our
experiments.

CAVIAR On the CAVIAR dataset our approach achieves
a MOTA of 60%. On the modified groundtruth the number
of false positive tracks and track misses decrease slightly.
In Table 1 we compare our performance to one of the best
results on the dataset by Huang et al. [6] who achieved 80%

2http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1
3http://cvhci.anthropomatik.kit.edu/projects/pri

Huang et al.[6] Ours Ours MGT

MOTA 80.00% 60.26% 61.32%
Misses 20.00% 34.22% 32.58%
FP rate 0.025 0.198 0.192

Table 1. Results on the CAVIAR dataset on original and modified
ground truth (MGT) compared to a state of the art approach that
uses additional scene information.

accuracy. Note that their approach is not directly compara-
ble to ours because it relies on automatically determined
scene knowledge such as a groundplane and information
about entry-exit zones. We chose not to use such infor-
mation because our approach is intended to work even on
data with moving cameras where groundplanes and entry-
exit zones cannot be automatically determined. Another
difference that factors into the comparison of the two results
is that while Huang et al. optimize their trajectories over the
entire length of a scene, our approach is an online approach
and does not require global knowledge of all frames.

Lastly, experiments show that we loose most accuracy
in those sequences where many very small persons appear
and stay in the background. In these cases, the part-based
person detector generates few low-score detections that do
not allow for reliable track initialization.

The Big Bang Theory dataset On the Big Bang Theory
dataset we compare our approach to our own implementa-
tion of an association-based tracker [9] which is similar in
approach to [6]. Our online approach achieves a higher ac-
curacy due to a lower number of mismatches which can be
explained by our use of an appearance model. Results are
shown in Table 2. Both tracking approaches used the same
set of detections.

Dynamic Part Selection In order to evaluate the effect of
the detector part selection, we run our approach with differ-
ent subset sizes on both datasets. The results are depicted
in Fig. 3. The subset size in the plots refers to the entire de-
tector subset which we split evenly into core and dynamic
set. When using detector subsets only for the track obser-
vation model, we observe a moderate overall speedup at a
small cost in accuracy. The speedup gained during the par-
ticle weighting gets masked by the more cost intensive per-
son detection during the track initialization step which takes
about 10 seconds per image. The tracking time is the same
on both datasets, because input images are scaled to a uni-
form size before tracking.

Using all available detectors, the track weighting initially
takes approximately 410ms per track. Using a subset of 600
detectors, scoring time is reduced to 230ms and with 200
detectors the required time lies below 100ms. This corre-
sponds to a speedup of 4.2 for the track scoring step. The
loss in MOTA is caused by a larger number of misses which



Episode
Association-based tracker [9] Ours

MOTA Misses False Positives Mismatches MOTA Misses False Positives Mismatches

S01E01 71.72% 22.40% 2.53% 3.35% 74.34% 20.67% 4.25% 0.75%
S01E02 63.89% 31.58% 1.76% 2.76% 66.75% 28.78% 3.90% 0.57%
S01E03 66.78% 25.23% 4.75% 3.23% 67.57% 24.09% 7.57% 0.77%
S01E04 62.97% 29.49% 3.99% 3.54% 67.05% 24.95% 7.11% 0.90%
S01E05 60.25% 30.10% 6.06% 3.59% 62.79% 26.55% 9.96% 0.70%
S01E06 56.46% 30.95% 7.29% 5.30% 57.43% 28.21% 12.93% 1.42%

Mean 63.68% 65.99%

Table 2. Results on the Big Bang Theory dataset compared to an association-based tracker. Both approaches use the same set of detections.
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Figure 3. Decrease of accuracy with smaller detector sets (top) and
the corresponding increase in speedup (bottom). Detector subsets
are either used only for the observation model (OM) or for both
observation model and track initialization (BOTH).

happen when tracks are terminated earlier than they should
be because the smaller number of detectors does no longer
produce sufficient detections. The decrease in MOTA with
fewer detectors is more noticeable in the CAVIAR dataset
due to the lower level of detail in the images.

When using subsets for both observation model and track
initialization, the effect on runtime becomes much more vis-
ible. Starting from an average overall time per frame of 11s,
the performance increases to 6.3s at subsets of 600 detec-
tors and finally 3.2s at subsets of size 200. The speedup
is not quite inversely proportional to the number of de-
tectors, because the costly HOG feature pyramid compu-
tation cannot be sped up by lower numbers of detectors.

OccApp NoApp NoOcc None

CAVIAR 60.26% 59.34% 53.28% 51.12%
BBT 65.99% 64.85% 56.87% 53.47%

Table 3. Average MOTA on both datasets using the full approach
(OccApp), leaving out the appearance model (NoApp), leaving out
the occlusion handling (NoOcc) or neither occlusion nor appear-
ance information (None).

Again, we observe a comparatively low drop in MOTA that
is more noticeable on the lower resolution CAVIAR dataset.
The additional accuracy loss can be explained by additional
misses resulting from tracks being initialized later when us-
ing smaller sets of detectors. However, on the BBT dataset
we also observe that the number of false positives is reduced
with fewer detectors, because some erroneous tracks do not
get initialized.

Occlusion and Appearance To study the influence of the
appearance model and occlusion reasoning on the tracking
accuracy, we performed experiments with and without each
of those components. Results can be seen in Table 3. Leav-
ing out any occlusion reasoning results in a steep drop in
MOTA for both datasets. The main cause for this is an in-
crease in track misses and false positive tracks which can
both be explained by an increase in cases where two tracks
start following the same person after an unhandled occlu-
sion. In some cases the appearance model will be able to
detect such cases and terminate the track whose appearance
does not match the wrongly tracked person.

Leaving out the appearance model does not reduce track-
ing accuracy much. This is largely due to the way track
switches are counted when computing the MOTA. A track
switch only counts as a single error in the frame when it
happens. Cases when two tracks attempt to follow the same
person due to a lack of appearance information will still be
caught by the occlusion reasoning which is why the number
of misses and false positives does not change significantly.

Finally, leaving out occlusion reasoning and the appear-
ance model results in the lowest MOTA, because there are
no mechanisms in place to prevent track switches or multi-



Poselet Detector Felzenszwalb et al. Detector

CAVIAR 60.26% 56.86%
BBT 65.99% 42.78%

Table 4. Tracking accuracy (MOTA) of the proposed approach us-
ing the poselet person detector compared to using the person de-
tector from [5].

ple tracks following the same person.

Person Detector In order to validate our choice of person
detector, we modified the proposed tracking approach to
support another state-of-the-art object detector by Felzen-
szwalb et al. [5]. Results are shown in Table 4. Due to
the much smaller number of parts in this detector, we used
the full set of part detectors in the observation model of the
modified approach. Particles are scored based on their dis-
tance to the closest precomputed person detection and its
detection score. Occlusion reasoning and appearance model
as well as all other aspects of the approach remain the same.

Similar to the poselet detector, the detector from [5] has
problems detecting the small persons far in the background
of the CAVIAR dataset. However, persons which are par-
tially occluded or cut off by the lower border of the image
are less frequently detected by [5] than by the poselet de-
tector. This leads to tracks terminating earlier or more fre-
quently, i.e. a higher rate of track misses and correspond-
ingly a slightly lower MOTA. On the Big Bang Theory
dataset, the difference in tracking accuracy is much more
significant. The detector form [5] provides fewer or only
weak detections in the many cases where only the upper
third of a person is visible or persons are in non-pedestrian
poses. These weak detections often do not suffice to initial-
ize or sustain a track. Lowering the corresponding thresh-
olds leads to a large number of false positive tracks on back-
ground objects, such as plants or lamps and tracks surviving
for a long time without presence of a person.

6. Conclusion
We present a tracking-by-detection approach that com-

bines a particle filter with a part-based person detector. We
use both detection and appearance cues for scoring each
track and conduct explicit occlusion reasoning. The large
number of available part detectors is handled efficiently by
a dynamic selection approach which manages a subset of

detectors for each track and for track initialization. This ap-
proach achieves a significant speed-up while retaining good
tracking accuracy. We demonstrate consistently high accu-
racy on two challenging datasets from different domains.
Our approach does not rely on any scene knowledge and
deals well with moving cameras and non-pedestrian body
poses.
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Figure 4. Results of our approach on both datasets. Persons in the background of the CAVIAR dataset are too small to be detected by the
part-based person detector. The approach deals well with occlusions, camera motion and non-pedestrian poses.


