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Abstract

Recognition and interpretation of facial expressions is a vital task in human-to-human
communication. Accessing this channel of communication would open up a wide range
of possibilities in human-computer-interaction, health-care, education, the entertainment
industry and other areas. An effective expression recognition system depends on three
high-level parts: Effective machine learning algorithms, robust facial representation and
an encompassing ground truth to train the classifiers. The latter is addressed by devel-
oping a new image database compiled from manually labelled web images. The database
contains a large number of male and female subjects of different age groups and ethnicities
performing seven basic expressions with varying head pose and under uncontrolled lighting
conditions. Three facial descriptors based on the discrete cosine transform (DCT), local
binary patterns (LBP) and Gabor filters are formulated in terms of regions around key
points. Automatic key point selection using boosting is compared to a common block-
based feature extraction method. In extensive experiments the web image database is
utilized to compare AdaBoost and support vector machine (SVM) classifiers using the
different facial representations. DCT and LBP features produce best results with a combi-
nation of per-expression selected key points and SVM classifiers, whereas the Gabor filter
based representation yields optimal performance when the regions are placed on a regular
grid. It is furthermore observed that, contrary to intuition, selection of many key points
might deteriorate performance rather then improve it.
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1. Introduction

1.1 Motivation

Humans undertake great efforts to interpret and understand faces of other humans and do
so robustly under the most difficult conditions. We are able to reliably recognize a vast
amount of known persons even when their face is only partially visible or has undergone
changes due to aging or makeup. But faces are more than just a complicated identity card.
They are the medium of one of the most important non-verbal communication channels:
facial expression.

At a low level, facial expressions subconsciously mirror internal affective states, which
often are too complicated to verbalize. While simple emotions like anger or fear are fairly
easy to describe, the mix of joy, sadness, and surprise when seeing a close relative after a
long period of separation is hard to put into words.

Higher, more conscious levels enable facial expressions to carry subtext in speech and
to emphasise certain words. Casual jokes are frequently accompanied with a smirk, the
ambiguity in ironic statements can often only be resolved by examining the speaker’s face
and mimes tell entire stories without using words. Social interaction is depending so much
on this channel that a person who loses the ability to interpret facial expressions may be
severely impeded in performing every day tasks such as grocery shopping and participation
in communal events.

A method to tap into this channel would give rise to numerous applications. Portable
computer systems could aid the visually impaired or people on the autistic spectrum to
decipher facial expressions. Nurses could be automatically alerted when hospitalized pa-
tients show signs of intense pain (Fig. 1.1, see [LBL07]) but are unable to attract attention
to themselves.

Service robots could decide to leave a scene if they are not equipped to handle the situation.
Car computers could react to the driver’s emotional state and limit information flow to
the driver accordingly, similar to K.I.T.T. from the 1982 science fiction TV series Knight
Rider.
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1. Introduction

Figure 1.1: Real and faked expression of pain. Image source: [LBL07]

Figure 1.2: The Einstein Project, MPLab at UCSD. Image source:
http://mplab.ucsd.edu/wordpress/?page_id=70

In classrooms, facial expression analysis systems would direct the attention of a tutor to
pupils who are not being able to cope with a task or are working below their capabilities.
Littlewort et al. [LBSR11] already developed a system to monitor children’s facial expres-
sions while they are solving puzzles of varying difficulty levels. A similar method could be
a useful tool for market researchers to evaluate an advertisement’s effectiveness. Already
Affectiva offers a system to measure emotional responses using only a webcam as sensor
[Pic11].

The entertainment industry would without a doubt find a number of ways to use facial
expression analysis in their products. Dolls that show facial expression to mirror their in-
ternal state (Fig. 1.2, [BLFM03]), video game characters that synthesize facial expressions
(see Fig. 1.3) and artificial poker-players that are able to call bluffs by analyzing the other
player’s faces instead of relying on statistics are just some of the applications that come
to mind.

1.2 Related Work

1.2.1 Expression and Emotion

Human facial expression has attracted a great deal of attention from the scientific com-
munity not only in the field of computer science. As early as 1872, Darwin proposed in
his book Expression of the Emotions in Man and Animals that emotions have evolved by
natural selection and that therefore universal emotions must exist [Dar09]. But it was per-
haps the work of Ekman that influenced research on human expression the most. Ekman
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1.2. Related Work

Figure 1.3: The Motion Scan technology developed for Rockstar Games’ L.A. Noire
transfers facial expressions of real actors to video game characters.

Figure 1.4: A facial expression decomposed using FACS.

conclusively argued for the existence of basic emotions – anger, fear, disgust, joy, sadness
and surprise – that show the same facial expressions across different cultures [Ekm99]. In
collaboration with Friesen, Ekman developed the Facial Action Coding System (FACS)
[EF78]. Using FACS, a facial expression is deconstructed into several anatomic Action
Units (AU), which correspond to different muscle groups. While each action unit has no
interpretation other than the contraction or relaxation of a facial muscle, the combination
of several AUs can be used to precisely describe an expression. For example, a sad ex-
pression is composed of the AUs 1 (inner brow raise), 4 (brow lower) and 15 (lip corner
depress).

While AU detection offers a rich and granular method to recognize and analyze facial ex-
pressions, the system needs to be trained using FACS-labelled data which is often unavail-
able. As a consequence, classification systems often focus on Ekman’s canonical expres-
sions, sometimes augmented by the neutral, expressionless face. While such an approach
is relatively straightforward, it is unable to detect mixed or blended expressions. For com-
prehensive studies of the challenges involved in expression analysis as well as successful
approaches, see for example [PR00], [CDCT+01] and [FL03].

3



1. Introduction

1.2.2 Expression Classification

While there are numerous approaches to facial expression classification, it is the work of
Bartlett et al. and Shan et al. that influenced this study the most. Their studies relevant
to this work will be briefly discussed in the following paragraphs.

In 1999, Bartlett proposed in cooperation with Ekman, Hager and Sejnowski to auto-
matically analyze facial expressions in image sequences using FACS [BHES99]. Pursuing
this line of thought – i.e. utilizing FACS in sequences of images – eventually lead to the
development of the Computer Expression Recognition Toolbox (CERT) [LWW+11].

CERT is a fully automated real-time facial expression recognition system, able to detect 19
facial actions as well as 6 canonical facial expressions. It achieves real-time performance
on a customary laptop computer. Faces are detected using a Viola-Jones face detector
and rectified using an affine warp to minimize the L2-distance between 10 canonical facial
feature points and the corresponding positions on the input face which are determined
using a combination of GentleBoost and linear regression. The preprocessed images are
convolved using a Gabor-filter bank of 8 orientations and 9 scales. The magnitudes of the
complex filter outputs are concatenated to build the feature descriptor, which is fed into
linear support vector machine (SVM) classifiers, where each SVM corresponds to one AU.
The distance of the feature vector to the SVM hyperplane encodes the AU intensities for
each frame of the video or video stream. Surprisingly, the continuous output is relatively
smooth and contains no sudden jumps in AU intensity. In an extension, the intensities are
used to detect Ekman’s six basic expressions and the neutral face.

Earlier approaches focus on detection of the canonical expressions instead of action units
[BLFM03, BLF+05]. Again, faces are represented by convolving the aligned images with
Gabor-filters and concatenating the magnitudes of Gabor filter responses. To classify a
sample, seven SVMs with linear, polynomial and radial basis function (RBF) kernels per-
form a one-vs-all binary decision task, where each SVM corresponds to one expression. The
SVM output is transformed into a probability distribution using a softmax competition.
Using this scheme, linear and unit-width Gaussian kernel SVMs show best performance.
In a second experiment, AdaBoost is used to select a subset of all available filter responses.
The resulting classifier committee performs comparable to the linear SVM classifier and
is significantly faster, since fewer filter responses have to be computed. In a combined
approach, features selected by AdaBoost are used as reduced representation for the SVM
classifiers. This AdaSVM classifier outperforms the naive SVM approach while retaining
the speedup of the AdaBoost classifier.

The Gabor feature descriptor used in this thesis (Section 3.1.4) is similar to the one used in
[BLF+05], yet differs in the way features are selected. While Barlett et al. select a number
individual filter responses, the selection method described in Section 3.4 picks blocks of
filter responses that are derived from the same source pixel.

Because of the computational complexity of Gabor filters, Shan et al. employ local binary
patterns (LBP) as basis for their experiments [SGM09]. Facial images are extracted from
a sequence of images based on automatically detected eye locations and transformed using
the extended LBP operator considering 8 samples on a circle of radius 2 to the center pixel.
The LBP image is divided into equally sized regions, on which histogram of uniform LBP
features are extracted. The concatenation of all histograms is used as feature descriptor

4



1.3. Overview

in several machine learning techniques. Template matching is employed as first method.
Based on a number of training samples, a prototypical template histogram is assigned
to each class. A testing sample is classified by choosing the class of the nearest neigh-

boring template based on the weighted χ2 distance, χ2(S,M) =
∑

i,j wj
(Sij−Mij)

2

Sij+Mij
, where

the region-weights wj were chosen empirically. A second method uses linear, polynomial
and RBF kernel SVMs. For each expression one SVM is trained in a one-vs-all fashion.
The class of a testing sample is determined by considering the largest SVM output. This
approach yields significantly better results than template matching. Comparison of SVM
classifiers based on Gabor features akin to Bartlett’s approach shows that LBP features
perform marginally better while consuming significantly less time and memory. In an-
other approach the features are projected into a lower dimensional space using principal
component analysis (PCA). Classification can be achieved using a nearest neighbor (NN)
classifier in a six-dimensional subspace that was found using multiclass linear discriminant
analysis (LDA) on the PCA space. A second classification scheme uses linear SVMs on
PCA transformed features. This method performs better than LDA+NN, but significantly
worse than the SVM classifier described above. Finally a linear programming technique is
used to find hyperplanes that separate features of one expression against one other expres-
sion (one-vs-one classifiers) with minimal accumulated average misclassification error. The
binary classifiers are combined using a voting scheme to produce the final classification
result. This technique proves to have a recognition performance comparable to one-vs-all
linear SVM classifiers.

Experiments on low-resolution facial images which are typically found in video surveillance
and smart rooms indicate a possible performance gain when using arbitrarily positioned
windows of varying size instead of the fixed regions to extract LBP histograms. AdaBoost
with histogram-based template matching as weak classification is used to select the most
discriminative among all possible windows. The resulting committee shows a performance
gain of 5.9% compared to template matching using fixed regions. Consequently, SVM
classification using the boosted LBP features outperforms both non-boosted SVM classi-
fication and boosted template matching. The LDA classifier, too, benefits from boosting,
but is still inferior to SVM based classification.

Both the research of Bartlett et al. [BLF+05] and Shan et al. [SGM09] show the potential
benefit of AdaBoost based feature selection. This result will be confirmed in this study.

1.3 Overview

The remainder of this thesis is organized as following: Chapter 2 addresses the problem
of suitable training and evaluation databases and establishes a novel dataset focusing on
images collected from the internet. Chapter 3 prepares the theoretical background for
this thesis. It introduces three feature extraction methods based on the discrete cosine
transform, local binary patterns and Gabor filters and gives a short introduction on sup-
port vector machines and the AdaBoost machine learning algorithm. Building on that,
a boosting based key point selection method is developed. In Chapter 4 the different
methods discussed in Chapter 3 are put to the test using a modular evaluation framework.
Chapter 5 closes by discussing the results and offering further research opportunities.
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2. The Web Image Database

Two frequently used databases utilized for facial expression analysis are the Cohn-Kanade
[KCT00] and GEMEP-FERA [BS10] datasets. The Cohn-Kanade corpus consists of videos
of 100 university students, most of which are women. The subjects have an age in the
range of 18 to 30 years and belong to different ethnicities. Instructed by a researcher, the
students perform a series of 23 different facial expressions, while each time starting from a
neutral state. The GEMEP-FERA dataset is a subset of the Geneva Multimodal Emotion
Portrayals (GEMEP) dataset created for the Facial Expression Recognition and Analysis
(FERA) challenge. It features ten actors displaying a range of different expressions while
being engaged in a meaningless dialog. In contrast to the Cohn-Kanade dataset, each
image sequence contains more than one expression.

However, both databases suffer from artificial circumstances. The image resolution, light-
ing conditions and head pose are chosen relatively generously towards recognition systems.
A classifier trained on these datasets may not perform as well as presumed in uncontrolled
situations, such as video surveillance, TV broadcasts and web or magazine images.

To account for this issue, a different dataset is needed. Key requirements are:

1. Coverage of the canonical expressions with varying intensities and the neutral face.

2. Inclusion of a great number of male and female subjects.

3. Inclusion of different age groups and ethnicities.

Such a database could be built using web images, since the Internet grants access to an
enormous amount of images. Facebook allows its users to upload photos and tag their
friends on them. Amateur photographers employ Flickr to show their work and members
of the community may assign arbitrary tags to uploaded photos. Services like stock.xchng
offer a platform to share and trade stock photos. Personal web space has become cheap
and enables users to present images in a personalized way. The problem reduces to how to
select candidate images from these sources. Fortunately, Google images provides a vast,
search- and filterable web image index that can be used to compile a list of initial images.

7



2. The Web Image Database

2.1 Data Acquisition

Google’s image search tool is accessible by issuing a HTTP GET request [BLFF96] to a
special URL that encodes the search options. It must take the following form:

http://images.google.com/images?q=<query>&start=<result-number>&<options>

<query> contains the URL-encoded search term, <result-number> defines a starting index
– Google delivers the query results broken down into chunks of 20 matches per request –
and <options> contains further options to limit the search. For example, tbs=itp:face
limits the results to contain mostly images of faces.

The search term is built by combining two words describing the target expression and the
subject. Ten words were used to describe the gender and age of the subject – ”Baby”, ”Boy”,
”Child”, ”Elderly”, ”Girl”, ”Grandfather”, ”Grandmother”, ”Man”, ”Person” and ”Woman” –
as well as the generic search term ”Face”.

For each of the seven target expressions, four to eight adjectives describing different in-
tensities of an expression were manually selected using the wordnet database [Fel98] by
searching for words related to the expression. Table 2.1 lists the describing adjectives.

Each combination of subject and expression description was used to fetch 200 results.
Along with the image URL, Google images returns other metadata: the image dimensions
and file size, the URL of the containing document, the text in the document that matched
the query and an URL to a downscaled version of the image. Under normal conditions,
i.e. when using a web-browser, the search results are presented as HTML formatted
document. However, when transmitting an empty User-Agent header field, the result
is encoded using JSON [Cro06], which is much easier to parse than HTML. All available
metadata was recorded to a file. Before fetching the images, duplicate URLs were removed
to filter out obvious duplicate images. This resulted in the download of more than 80000
pictures.

The initial image database contained a large number of exact or near duplicates and
suffered from other defects shown in Figure 2.1. While the first results of a given query

Expression Describing adjectives

Anger aggravated, angry, raging, smoldering
Disgust disgusted, displeased, fed, frowning, nauseated, repelled, scowl-

ing
Fear afraid, alarmed, dreaded, dreadful, fearful, fearsome, frightened
Joy cheering, euphoric, felicitous, happy, joyful, laughing, smiling
Neutral indifferent, inert, neutral, uncharged
Sadness depressed, distressed, melancholic, mourning, sad, sorrowful,

weeping
Surprise amazed, astonished, astounded, dumbfounded, flabbergasted,

startled, stunned, surprised

Table 2.1: Words used to describe the target expression of the search query.

8
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2.2. Filtering and Labelling

(a) False positives (”Anger”). (b) Obstructing watermarks. (c) Partial face.

Figure 2.1: Defects of the initial image database.

generally contained the desired expression, the number false positives increased drastically
when more items were taken into account (Fig. 2.1(a). In addition, a large number of
images are watermarked, which is problematic when the watermark covers the face so that
the expression is not visible, for example in Figure 2.1(b). As depicted in Figure 2.1(c),
some images show only partial faces and are unusable. Other less frequent defects included
altered pictures, drawings, animal faces and corrupted, unreadable files.

2.2 Filtering and Labelling

The process of discarding these defective images and labelling the remaining faces was
broken down into four steps.

The first step was to decide whether a given image belongs to the target expression or not.
A simple user interface shown in Figure 2.2(a) aided this process. It displayed the image in
question, the target expression alongside with the matched string and the current labelling
progress. Pressing of a key either accepted or rejected the current image or revoked the
last decision. With this simple user interface it was possible to classify up to three images
per second.

In the second filtering step rotated bounding boxes were used to label the faces in prepa-
ration of the third filtering step (Fig. 2.2(b)). At the same time, false positives that were
not removed in the first step were discarded.

In the next step the enhanced discrete cosine transform (DCT) feature described in Sec-
tion 3.1.2 was computed for each face using these bounding boxes. A list of possible
duplicates was compiled according to the L1-distance of the current feature to the features
of every other image (Fig. 2.2(c)). Images to discard had to be manually selected from
that list.

In the fourth and final step the eye locations were semi-automatically labeled using a
modified census transform (MCT) detector [FE04]. To account for erroneous detections,
manual labelling was prompted when the annotated bounding box rotation angle deviated
too much from the rotation angle computed using the supposed eye positions, i.e. when
vTu > τ‖v‖‖u‖, where v denotes the vector from left to right eye, u is the vector of
the manually labelled bounding-box pointing upward, and τ is a user-defined threshold
(Fig. 2.2(d)).

9



2. The Web Image Database

(a) Binary decision task. (b) Marking with rotated bounding boxes.

(c) Semi-automatic duplicate removal. (d) Semi-automatic eye tagging.

Figure 2.2: User interfaces for the different labelling steps.

2.3 Resulting Database

The filtering reduced the more than 80000 images to a database of 4761 tagged faces with
marked eye positions. However, the expression do not feature an equal amount of entries.
Table 2.2 shows that nearly half of the faces show a joyful expression, while ”Fear” features
the least amount of samples. This imbalance has to be taken into account when training
a classifier on this dataset. Sample images are shown in Figure 2.3.

Expression Number of samples

Anger 648
Disgust 368
Fear 288
Joy 2185
Neutral 388
Sadness 327
Surprise 557

Sum 4761

Table 2.2: Number of tagged faces by expression.

10



2.3. Resulting Database

(a) Anger (b) Disgust

(c) Fear (d) Joy

(e) Sadness (f) Surprise

(g) Neutral

Figure 2.3: Sample images from the final database.

The resulting database shows all the desired properties: It contains samples of seven basic
expressions performed by a large number of subjects of different gender, age and ethnic
groups. The photographs were taken under varying lighting conditions and depict their
subject with non-standardized head poses. However, because a lot of the pictures are stock
photos, the expressions are mostly artificial and not spontaneous. In some cases the faces
are partially occluded by watermarks, which may be considered a drawback. At the same
time, this restriction can be viewed as an advantage, e.g. when the goal is to build an
expression classifier for web and magazine images, in which such occlusions are natural.

Apart from the raw images with marked eye positions, the database contains other meta
information (see Section 2.1) that could be used to build a multi-modal classifier that uses
computer vision techniques as well as linguistic models. However, such a system is not in
the scope of this work.
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3. Theoretical Background

The process of image classification – regardless of the classification subject and categories
– can be divided into two sub-problems: Feature description and machine learning. A
Feature descriptor is a reduced representation of an image that ideally retains only the
information needed to discriminate different classes. The machine learning algorithm finds
criteria to separate these classes by previously examining a number of samples. An excel-
lent in-depth description of several popular machine learning algorithms can be found in
[Bis06a]. This chapter will describe the theoretical aspects necessary to understand the
classification framework used in this thesis.

3.1 Feature Description

A good feature descriptor should describe a given sample using the most expressive infor-
mation available. In the context of facial image processing, this often means to describe
a face in terms of spatial relationships. In the following, three different feature extraction
strategies based on the discrete cosine transform, local binary patterns and Gabor filters
are presented. The performance of each method is evaluated in Section 4.4.

3.1.1 Preprocessing

Regardless of the extraction strategy, all input images undergo the same pre-processing
steps to reduce the variability in the feature descriptors and thus increase the classification

W

H

deyes

dtop

Figure 3.1: Image processing in preparation of feature extraction.
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Figure 3.2: Feature extraction pipeline of the Enhanced DCT descriptor.

performance of the machine learning algorithm.

Since all of the following methods focus only on textural and spatial information, the first
step is to remove color information. The image is then transformed using an affine warp
so that eye centers have a defined distance to each other. The transformation scales and
rotates, but does not shear or deform the face in any other way. A rectangular area covering
the face is extracted based on the eye positions. In the last step, the image contrast is
adjusted using histogram equalization to reduce the impact of different lighting conditions
on the classification result.

3.1.2 Enhanced DCT Feature

The discrete cosine transform is the basis of the first feature extraction method. The
key point based formulation can be interpreted as a generalized formulation of an earlier
approach by Ekenel [Eke09].

The DCT is a special real-valued case of the discrete Fourier transform, which describes
a signal as the sum of complex waves with different frequency and amplitude. The two
dimensional DCT of an m×m image block X is given by

Y (u, v) = α(u)α(v)

m−1∑
y=0

m−1∑
x=0

X(x, y) cos

[
(2x+ 1)uπ

2m

]
cos

[
(2y + 1)uπ

2m

]
, (3.1)

where m is even, u, v ∈ [0,m− 1] and

α(w) =


√

1
m if w = 0,√
2
m otherwise.

(3.2)

Transforming the whole image at once to obtain a feature descriptor would dismiss a large
amount of spatial information. To preserve those relationships, multiple transformations
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3.1. Feature Description

of regions around certain key points are considered. The regions Ri are defined by a center
point (xi, yi) and a radius r and measure 2r × 2r pixels, i.e.

Ri = [xi − r, xi + (r − 1)]× [yi − r, yi + (r − 1)]. (3.3)

The DCT coefficients for each region Ri are computed using eq. (3.1) and recorded into a
list by applying a zig-zag scan. The lower and higher frequency components are discarded
by dropping the first k1 and collecting the next k2 coefficients. The remaining coefficients
f ij are recorded into the feature block fi = (fk1+1

i , . . . , fk1+k2i )T .

In a first and optional normalization step the coefficients f ji are normalized by their stan-
dard deviation σ(f j), i.e.

f ji ←
f ji

σ(f j)
. (3.4)

This step balances the individual coefficients’ impact on the classification. The σ(f j) were
taken from [Eke09] and not learned from the dataset described in Chapter 2 due to time
constraints.

In a second normalization step the coefficient block is scaled to unit length, to balance
each block’s impact on the classification result:

fi ←
1

‖fi‖
fi. (3.5)

Finally, the feature vectors from each block fi are concatenated to form the n · k2 dimen-
sional feature vector f , where k2 is the number of coefficients extracted from each block
and n is the number of considered regions. Note that it is not specified how the key points
are obtained. One approach is to algorithmically find points that maximize the content of
discriminative information. One such method is described in Section 3.4.

Another approach places the key points on a regular grid so that the whole image is
covered by non-overlapping regions. Doing so will result in the same local appearance
based feature descriptor employed by Ekenel [Eke09]. Figure 3.2 .llustrates the feature
extraction procedure.

3.1.3 LBP Feature

Local Binary Patterns were originally introduced by Ojala et al. as a device for texture
analysis [OPH96], but it has been shown that they can successfully be applied in the
context of facial image processing [AHP04, AHP06, SGM09].

The basic LBP operator assigns a label to each pixel by thresholding a 3×3 neighborhood
around the input pixel and interpreting the results as an eight bit number. Figure 3.3
illustrates this idea. More formally, with (xi, yi) ∈ N (x, y) denoting the pixel neighborhood
of (x, y) and

S[p] =

{
1 if p is true

0 otherwise,
(3.6)
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Figure 3.3: The basic LBP operator.
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Figure 3.4: Feature extraction pipeline of the Local Binary Pattern descriptor.

the LBP labels are computed as:

ILBP (x, y) =

7∑
i=0

S[I(x, y) ≤ I(xi, yi)]2
i. (3.7)

The labels can be interpreted as being 256 different textons that code small scale structures
such as corners, edges and blobs. A feature descriptor can be built by computing the
histogram H(k) =

∑
x,y S[ILBP (x, y) = k], k = 0, . . . , 255 of the LBP labels. An extended,

spatially enhanced descriptor that captures large scale spatial relationships consists of
several histograms, each computed on different regions of the image.

In a later publication, Ojala et al. extended the basic operator to be able to capture
larger structures [OPM02]. Instead of only considering a 3 × 3 neighborhood, P equally
spaced pixels on a circle with radius R are thresholded against the center pixel. Because
this formulation allows for non-integer pixel coordinates, bi-linear interpolation is used
to compute the brightness values. The basic LBP operator is an instance of the general
operator with P = 8 and R = 1.

A second expansion introduced uniform patterns. A binary pattern is called uniform, if it
and all its circular shifts contain at most two transitions from 0 to 1 and vice versa. For
example, the patterns 11111111 (no transition), 00011110 (two transitions) and 11100000
(two transitions, considering the circular shifts) are uniform, whereas 11010011 (four tran-
sitions) and 01011101 (six transitions, again considering the circular shifts) are not.
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3.1. Feature Description

Ojala et al. noticed that in their experiments uniform patterns accounted for nearly 90% of
all occurrences [OPM02]. Ahonen et al. confirmed these findings with experiments on the
FERET database [AHP06, PWHR98]. This suggests to reduce the histogram descriptor
by assigning the same label to all non-uniform patterns and thus collect all those patterns
into the same bin. The resulting uniform histogram consists of only 59 bins, but contains
nearly the same amount of information as the 256-bin histogram.

The feature descriptor used in this system is built by first transforming the input image
with the basic LBP operator (i.e. (P,R) = (8, 1)) and then computing the histograms of
uniformly labeled LBP images IuLBP (x, y) in regions Ri defined by equation (3.3):

Hu
i (k) =

∑
(x,y)∈Ri

S [IuLBP (x, y) = k] , k = 0, . . . , 58. (3.8)

The histograms are normalized so that
∑

k |Hu
i (k)| = 1 and concatenated to form a spa-

tially enhanced feature descriptor. Figure 3.4 illustrates this process.

3.1.4 Gabor Feature

In 1985 Daugman was able to show that cells of the human visual cortex could be modelled
using Gabor filters [Dau85]. Despite their relatively high computational complexity, they
have since been applied numerous times in computer vision showing remarkably good
results.

The impulse response of a Gabor filter is the product of an uni-directional complex har-
monic function and a Gaussian:

g(x, y; f, σx, σy) =
1

2πσxσy
exp

[
−1

2

(
x2

σ2x
+
y2

σ2y

)
+ (2πfx) i

]
. (3.9)

The parameter f defines the frequency of the complex wave, whereas σx and σy control
the ellipticity of the Gaussian. Figure 3.5 shows the plot of the real and imaginary part
of the function.

A family of filters gmn(x, y) can be derived from equation (3.9) by systematically applying
different filter-scales and rotation angles. With m = 0, 1, . . . ,M−1 denoting the scale and
n = 0, 1, . . . , N − 1 denoting the orientation, the impulse response is computed as

gmn(x, y; f, σx, σy) = a−2mg(x̃, ỹ; f, σx, σy), (3.10)

where (
x̃
ỹ

)
= a−m

(
cos nπN − sin nπ

N
sin nπ

N cos nπN

)(
x
y

)
(3.11)

are the rotated and scaled pixel coordinates.

The Gabor transformation on an image I(x, y) is the convolution of I(x, y) with all filters
of a given family. The resulting M · N complex output images denoted by Gmn(x, y) are
often reduced to real-valued magnitude images ‖Gmn(x, y)‖, since the phase arg(Gmn(x, y))
only carries little additional information.
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3. Theoretical Background

(a) Real part. (b) Imaginary part.

Figure 3.5: Plot of the Gabor function g(x, y; f, σx, σy).
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Figure 3.6: Extraction pipeline of the Gabor filter feature descriptor.

The Gabor feature descriptor is built by concatenating several sub-features fi. Each fi
corresponds to a region Ri as defined in eq. (3.3) and is the collection of the energy
content in that region given the Gabor images of N scales and M orientations:

fi = [Ei0,0, E
i
0,1, . . . , E

i
M−1,N−1]

T , (3.12)

where

Eim,n =
∑

(x,y)∈Ri

‖Gmn(x, y)‖. (3.13)

The sub-features are normalized so that ‖fi‖L2 = 1 and concatenated to build the final
descriptor f . The feature extraction process is depicted in Figure 3.6.

The Gabor feature descriptor used by Bartlett [BLFM03] and that is often found in liter-
ature considers only the filter responses of some pixels of the input image. This descriptor
can be derived from the energy-content formulation by considering regions of only one
pixel, i.e. Ri = {(xi, yi)}.

18



3.2. AdaBoost

3.2 AdaBoost

Boosting is a simple yet remarkably powerful machine learning technique that combines
several classifiers to a committee, whose joint performance can be significantly better
than the individual classifiers. The most popular boosting algorithm is AdaBoost (for
”Adaptive Boosting”) which was developed by Freund and Schapire for solving classification
problems [FS95, FS96]. Since then it has been subject to numerous extensions, such as
the application to regression [Fri00].

The key idea of AdaBoost is to iteratively select classifiers from a set of weak classifiers
that barely perform better than chance, so that each new classifier reduces the classification
error with respect to a distribution. After each selection round, the distribution is updated
to give weight towards samples that have been mis-classified by the selected classifier.
Classifiers selected in the following rounds will be chosen to correctly classify these samples
and thus reduce the overall classification error.

Algorithm 1 shows the implementation of AdaBoost for a two label classification problem.
Given a training set T = {(x, y)|x ∈ X , y ∈ {−1, 1}} of labeled features and a set of weak
classifiers H = {h : x → h(x) = ±1}, the algorithm computes weights ωt for the most
discriminating classifiers ht ∈ H in T iterations. Once finished, the class of a feature x ∈ X
is determined using the sign of

H(x) =

T∑
t=1

ωtht(x). (3.14)

Algorithm 1 The AdaBoost algorithm.

Input: Number of iterations T

Input: Training set {(xi, yi)|i = 1, . . . ,m, xi ∈ X , yi ∈ {−1,+1}}
Input: Weak classifiers hi ∈ H, hi : x ∈ X → h(x) = ±1

Output: Committee (ht, ωt) ∈ H × R, t = 1, . . . , T

1: W1(i)← 1
m , i = 1, . . . ,m

2: for t = 1 to T do

3: ht = arg minht∈H
∑m

i=1Wt(i)[ht(xi) 6= yi]

4: ωt = Ψ(

m∑
i=1

Wt(i)[ht(xi) 6= yi]︸ ︷︷ ︸
classification error

)

5: W ′t+1(i) = Wt(i) exp(−ωtyiht(xi)), i = 1, . . . ,m

6: Wt+1(i) = W ′t(i)/Zt, Zt =
∑m

i=1W
′
t(i)

7: end for

The weight update Ψ(x) in line 4 of the algorithm can be chosen freely, provided that

ωtyiht(xi) =

{
> 0, if ht(xi) = yi

< 0, if ht(xi) 6= yi.
(3.15)
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3. Theoretical Background

A commonly used function that rewards classifiers with low mis-classification rate is

Ψ(x) =
1

2
ln

1− x
x

. (3.16)

If the weak classifiers do not change their classification result while boosting, the algorithm
can be optimized by computing an error-matrix (eik)n×m that encodes classification results
for each classifier h1, . . . , hn and training sample (x1, y1), . . . , (xm, ym),

eik =

{
1, if hi(xk) 6= yk

0, if hi(xk) = yk.
(3.17)

Finding the classifier ht and weight ωt in line 3 and 4 can be achieved by finding the
smallest element of the error-vector

errt =


e11 e12 . . . e1m
e21 e22 . . . e2m
...

...
. . .

...
en1 en2 . . . enm




Wt(1)
Wt(2)

...
Wt(m)

 . (3.18)

3.3 Support Vector Machines

Support vector machines are a class of supervised, discriminative machine learning meth-
ods. Given a set of labeled features T = {(xi, yi)|xi ∈ X , yi ∈ {−1, 1}}, a SVM finds a
hyperplane

h = wTφ(x) + b (3.19)

that maximizes the margin 2‖w‖ between the φ(xi) with yi = −1 and yi = 1 respectively,
i.e. the hyperplane that separates both classes and has the largest distance to the features
subject to a mapping φ.

3.3.1 Linear Classifiers

Assuming that φ(x) = x and that the classes in X are linearly separable, h can be
determined by solving the optimization problem

arg min
w,b

1

2
‖w‖2 (3.20)

subject to the constraints

yi(w
Txi + b) ≥ 1. (3.21)

Since X is linearly separable, this quadratic programming problem has exactly one global
solution, producing a hard margin classifier.

Figure 3.7 illustrates that such a solution may not always be desirable. Noisy data can
result in too narrow margins and thus poor generalization performance. Overlapping,
non linearly separable classes even prevent a solution. To deal with this problem, Cortes
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3.3. Support Vector Machines

w

(a) Poor generalization. (b) Linearly inseparable data.

Figure 3.7: Problems of hard margin classifiers with noisy data.

and Vapnik relaxed the conditions in equation (3.21) by introducing a slack parameter ξi
[CV95]:

yi(w
Txi + b) ≥ 1− ξi. (3.22)

ξi can be interpreted as measuring the classification error of sample xi. ξi = 0 corresponds
to the original constraints and means that sample was classified correctly and lies outside
the margin. If 0 < ξi < 1 the sample was classified correctly, but lies inside the margin,
and ξi > 1 implies that xi was classified incorrectly. The optimisation problem is extended
to penalize classification errors:

1

2
‖w‖2 + C

N∑
n=1

ξi. (3.23)

The parameter C > 0 controls the trade-off between minimizing the classification error
and obtaining a large margin.

3.3.2 Nonlinear Classifiers

Some data may be linearly inseparable not due to noisy labels, but as intrinsic property
of the dataset, as shown in Figure 3.8. Boser et al. suggest to apply the kernel trick to
create a nonlinear classifier that successfully separates the data [BGV92]. The features xi

are transformed to a different feature space H using some mapping φ : X 7→ H. Using
Lagrange multipliers, the SVM algorithm can be reformulated so that the mappings only
appear in scalar products 〈φ((xi), φ(xk)〉, which can be computed implicitly using a kernel
function

k(xi,xk) = 〈φ(xi), φ(xk)〉. (3.24)

The feature space H becomes an implicit property of the kernel, which makes it possible
to use very high or even infinite dimensional feature spaces and thus arbitrary decision
boundaries with only little additional computation cost due to the dual representation.
Some common kernel functions are listed in Table 3.1. For a detailed discussion of support
vector machines and the kernel trick see [Bis06b].
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3. Theoretical Background

(a) Linearly inseparable data. (b) Linearly separable when mapped to a higher di-
mension.

Figure 3.8: Illustration of the kernel trick in context of SVM classifiers.

Description Kernel Function

Linear k(xi,xk) = xTi xk
Polynomial k(xi,xk) = (γxTi xk + c)d

Radial Basis Function k(xi,xk) = exp{−γ(x2
i + x2

k − 2xTi xk)}
Sigmoid k(xi,xk) = tanh(γxTi xk + c)

Table 3.1: Popular kernel functions used with support vector machines.

3.4 Key Point Selection

As mentioned in Section 3.1, a good feature extraction method should select the most
discriminative information to build a descriptor. In case of the descriptors used in this
thesis, maximising information content is equivalent to choosing key points that add dis-
crimination criteria to the descriptor.

This process can be formulated as following: First every pixel of the input image is con-
sidered to be a key point. The resulting feature descriptor

F = (f1, f2, . . . , fW×H)T (3.25)

consists of sub-features fi, where f1 corresponds to the key point (0, 0), f1 to (1, 0), and
so on. In total, there are W ×H sub-features corresponding to the W ×H pixels of the
input image. Because this allows for regions to cover pixels outside of the image area, the
preprocessing step in Section 3.1.1 has to be modified to include a border of size r.

The problem of selecting the most discriminative fi can be solved by associating classifiers
hi to each fi. Using a base classifier h(x) = ±1, this mapping can be defined by forwarding
the corresponding sub-feature to h, i.e.

hi(F) = h(fi). (3.26)

Using the hi as weak classifiers, AdaBoost can be used to select a committee ht, t = 1, . . . , n
of the n most discriminative classifiers, which can be mapped back to n most discriminative
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3.4. Key Point Selection

sub-features and thus to relevant key point locations. Note that because AdaBoost requires
the weak classifiers to perform better than chance, this scheme can only work if the base
classifier h meets this requirement. Other than that, the implementation of h may be
chosen freely, although the computational complexity of the method suggests to choose
classifiers that are able to provide fast decisions, e.g. probabilistic models or linear SVMs.
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4. Evaluation

The previous chapter introduced several feature extraction methods and machine learn-
ing algorithms suitable for facial expression analysis. In this chapter these methods are
evaluated using the image database described in Chapter 2.

4.1 Cross-Validation

Cross-validation is a technique to thoroughly evaluate a classification system using a lim-
ited amount of data in several rounds. In each round, the ground truth is partitioned into
two complementary sets. The first set is used to train the classifier while the remaining
data is used for evaluation. In order to increase variation, different partitions are chosen
each round.

In k-fold cross-validation, the initial set is divided into k partitions of equal size. In the
ith of k rounds, partition i is used as evaluation data, while the remaining k − 1 are used
for training. In case that the amount of ground truth is highly limited, it can be useful to
split the data into n partitions, where n is the number of samples, and proceeding as with
k-fold cross-validation. This is known as leave-one-out cross-validation.

4.2 Metrics

Several quantitative measurements are available to evaluate classification systems in an
objective and systematic way.

4.2.1 Two Class Problem

Given a two class problem, most metrics can be derived from the confusion matrix shown
in Table 4.1.
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actual class
A B

p
re

d
ic

ti
o
n A

TP FP
(true positive) (false positive)

B
FN TN

(false negative) (true negative)

Table 4.1: Confusion matrix for two class classification.

The fraction of samples that have been classified correctly is known as accuracy,

accuracy =
TP + TN

TP + FP + FN + TN
. (4.1)

High accuracy indicates that the underlying classification model is a good approximation
of reality. However, high accuracy does only indicate high quality of all predictions.

Precision measures the positive prediction quality of a classifier as the fraction of accepted
relevant samples,

precision =
TP

TP + FP
. (4.2)

High precision indicates a low probability of false positive predictions. Statements about
the classification completeness cannot be derived. The measure of completeness, i.e. the
fraction of positive samples that have been accepted by the classifier, is called true positive
rate or recall,

recall =
TP

TP + FN
. (4.3)

Since 100% recall can be achieved by simply accepting every sample, the true positive rate
is not a sound quality measure on its own. However, in combination precision and recall
are powerful means to evaluate classification systems.

The harmonic mean of precision and recall, i.e.

F1 =
2 · precision · recall

precision + recall
=

2 · TP
2 · TP + FP + FN

(4.4)

is known as F1 score. It can be interpreted as an accuracy measure that focuses on true
positive while neglecting true negative predictions.

Closely related to the true positive rate is the false positive rate, which is the fraction of
incorrectly accepted negative samples,

fpr =
FP

FP + TN
. (4.5)

Plotting the true positive rate against the false positive rate while varying a discrimination
threshold yields the receiver operating characteristic (ROC) curve. The ROC curve is a
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actual class

1 2 3 4 5 6

p
re

d
ic

ti
o
n

1 m11 m12 m13 m14 m15 m16

2 m21 m22 . . . m26

3 m31

4 m41
...

. . .
...

5 m51

6 m61 m62 . . . m66

true positive


subject to class 1
true negative

false positive

false negative

Table 4.2: A 6-class confusion matrix.

valuable tool to intuitively assess the quality of a classifier: A curve converging to the
diagonal y = x (the no-discrimination-line) attests a classification performance close to
random guessing. A good classifier on the other hand will show a curve that leans towards
the perfect classification point (0, 1), where there are no faulty predictions. A curve leaning
towards the point (1, 0), i.e. a curve lying under the no-discrimination-line means that
the classifier performs worse than random. Such a classifier can be converted into a good
classifier by inverting the classification criterion.

4.2.2 Multi-Class Problem

The presented metrics only consider the two-class problem, but expression recognition
is a multi-class problem. Re-examining Table 4.1 and the definitions of precision and
recall suggest a simple extension. The confusion matrix M is built by considering the
classifications results H(x) = h of a sample x given its class C(x) = c. Each cell mhc

of the confusion matrix M contains the count of samples of class c being classified as h.
The diagonal of M corresponds to true positive classifications, while cells in the same row
as mcc mark false positives and respectively cells in the same column as mcc mark false
negatives given class c.

For example, in the confusion matrix in Table 4.2, m11 denotes the true positive classi-
fications of class 1, while

∑6
k=2m1k is the number of false positives and

∑6
i=2mi1 is the

number of false negatives given class 1.

More formally, the definition of true positive, false positive, false negative and true negative
given class c can be calculated according to

TP (c) = mcc, (4.6)

FN(c) =
∑
i 6=c

mic, (4.7)

FP (c) =
∑
k 6=c

mck and (4.8)

TN(c) =
∑

i 6=c,k 6=c
mik. (4.9)
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Using those definitions, the dual-class metrics can be extended to their class-dependent
multi-class equivalents:

accuracy(c) =
TP (c) + TN(c)

TP (c) + FP (c) + TN(c) + FN(c)
, (4.10)

precision(c) =
TP (c)

TP (c) + FP (c)
, (4.11)

recall(c) =
TP (c)

TP (c) + FN(c)
, and (4.12)

F1(c) =
2 · TP (c)

2 · TP (C) + FP (c) + FN(c)
. (4.13)

4.3 Evaluation System

Figure 4.1 shows the high level structure of the system used to evaluate the different
classification parameters. The ground truth is balanced so that there is an equal amount
of samples for each expression and then split into three non overlapping sets to use in cross-
validation. Using the web image database from Chapter 2, this results in 288 samples per
expression and 96 samples per set. In each of the six evaluation rounds, one of the sets is
used for key point selection, while the remaining two are used to train and evaluate the
classifiers. In case that a regular grid is used to place the key points, the selection phase
can be omitted and the corresponding set can be ignored.

In preparation of feature extraction, the facial images are registered to have a size of
(96 + 2r)× (96 + 2r) px (see Sec. 3.4) and so that the eyes have a distance of 44 px to each
other and (22 + r) px to the top. No further image deformation is conducted.

The key point selection uses linear soft-margin SVMs with C = 1 as base classifier h.
Half of the key point selection set is used to train the classifiers while the other half is
used for boosting. In per-expression key point selection, positive samples are those of the
target expression, while negative samples are randomly selected from all other classes. The
sets are balanced, so that there is an equal amount of training data for both cases. The
intuition is that this method will select the salient features of each individual expression.
In contrast, in expressive-vs-neutral selection, negative samples are provided by the neutral
expression, while positive training data is selected from all other expressions. In both cases
the region radius varies between r = 4, r = 6, r = 8 and r = 12, which corresponds to
region-sizes of 8 × 8px up to 24 × 24px. 5, 20, 32, 64, 96 or 144 points were selected as
described in section 3.4. In case that no key point selection is conducted, i.e. when the
regions are placed on a regular grid, the number of points depends on the region radius
and is either 16 (r = 12), 36, 64 or 144 (r = 4).

The remaining feature extraction parameters are fixed to reduce the amount of validation
rounds. The DCT descriptor parameters are chosen to drop the first k1 = 1 and collect
the next k2 = 10 coefficients. The feature dimension ranges from |f | = 10 · 5 = 50 to
|f | = 10 · 144 = 1440 depending on the number of key points. The LBP descriptor is built
using the basic LBP operator, i.e. P = 8 and R = 1. The descriptor size ranges from
|f | = 59 ·5 = 295 to |f | = 59 ·144 = 8496. The Gabor filter bank consists of filters in M = 5
scales and N = 8 orientations, resulting in feature descriptors of size |f | = 40 · 5 = 200 to
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Figure 4.1: High level structure of the evaluation system.

|f | = 40 · 144 = 5760. It is possible that the performance can be improved by choosing
different parameters.

The classification process is divided into several one-vs-all classification tasks performed
by either AdaBoost or SVM classifiers. The AdaBoost classifiers can be adopted from the
key point selection phase and require no further training. The SVM classifiers use third
degree polynomial kernels k(xi,xk) = (γxTi xk)

3, where the parameters C = 2s and γ = 2t

are estimated in a grid search by choosing s = −6, . . . , 0 and t = −14, . . . ,−5 to yield
highest accuracy in a 5-fold cross-validation. Each class and feature extraction method
may produce a different set of parameters.

The class of a given sample x is determined by the maximum binary classifier output. The
output of an AdaBoost classifier is given by equation (3.14), the output of a SVM classifier
is the signed distance to the hyper-plane in equation (3.19). An alternative would be to
follow Bartlett and transform the outputs into a probability distribution using a softmax
competition:

p(x = i) =
exp(Hi(x))∑n
j=1 exp(Hj(x))

. (4.14)
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Mean Accuracy
Classifier Key-Points r = 4 r = 6 r = 8 r = 12

AdaBoost 5 (per-class) 0.734 0.735 0.732 0.732
AdaBoost 20 (per-class) 0.731 0.729 0.730 0.728
AdaBoost 32 (per-class) 0.729 0.728 0.729 0.729
AdaBoost 64 (per-class) 0.730 0.729 0.728 0.728
AdaBoost 96 (per-class) 0.729 0.728 0.728 0.730
AdaBoost 144 (per-class) 0.730 0.730 0.728 0.729

SVM 5 (per-class) 0.803 0.809 0.803 0.810
SVM 20 (per-class) 0.834 0.835 0.835 0.838
SVM 32 (per-class) 0.834 0.841 0.840 0.834
SVM 64 (per-class) 0.839 0.842 0.841 0.837

SVM 96 (per-class) 0.839 0.844 0.841 0.837
SVM 144 (per-class) 0.838 0.843 0.838 0.835

SVM 5 (expressive) 0.803 0.791 0.804 0.793
SVM 20 (expressive) 0.831 0.830 0.832 0.826
SVM 32 (expressive) 0.831 0.831 0.833 0.828
SVM 64 (expressive) 0.834 0.835 0.833 0.830
SVM 96 (expressive) 0.837 0.836 0.834 0.833
SVM 144 (expressive) 0.841 0.839 0.834 0.834

SVM 16 (grid) - - - 0.828
SVM 36 (grid) - - 0.835 -
SVM 64 (grid) - 0.843 - -
SVM 144 (grid) 0.843 - - -

Table 4.3: Mean accuracy for all DCT feature configurations.

However, choosing the class of x according to p(x) produces the same result as simply
selecting the class according to the highest classifier output.

4.4 Results

In the following the performance of the three different feature extraction methods is ana-
lyzed using the metrics described in section 4.2.

4.4.1 DCT Descriptor Performance

Figure 4.2 shows the ROC curves for different configurations using the DCT feature. Fig-
ures 4.2(a), (b) and (c) hint the superiority of SVM classification compared to AdaBoost.

Anger Disgust Fear Joy Neutral Sadness Surprise Mean

Precision 0.383 0.342 0.429 0.616 0.498 0.392 0.541 0.457
Recall 0.411 0.392 0.370 0.634 0.509 0.380 0.484 0.454
F1 score 0.397 0.365 0.397 0.625 0.503 0.386 0.511 0.456
Accuracy 0.821 0.806 0.840 0.891 0.857 0.827 0.868 0.844

Table 4.4: Highest mean accuracy DCT classifier’s metrics by expression.
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(a) SVM, r = 6, 20 key points (per-class)
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(b) AdaBoost, r = 6, 20 key points (per-class)
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(c) SVM, r = 6, 20 key points (expressive)
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(d) ”Joy”, SVM classifier, r = 6
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(e) SVM, r = 6, 32 key points (per-class)
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(f) SVM, r = 6, 64 key points (grid)

Figure 4.2: DCT feature ROC curves for different system configurations.
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Anger 237 97 59 45 55 78 48

Disgust 104 226 75 60 55 97 43

Fear 38 42 213 18 41 50 95

Joy 40 40 37 365 30 52 29

Neutral 63 55 43 32 293 57 45

Sadness 63 87 54 39 60 219 37

Surprise 31 29 95 17 42 23 279

Table 4.5: Confusion matrix of the highest mean accuracy DCT feature classifier.

As shown in Fig. 4.2(d), the usefulness of added key points decreases with the amount of
regions taken into account. While there is a large gap between the curves for n = 5 and
n = 20 key points, the curves for n = 64, n = 96 and n = 144 lie very close together.
Comparison of Figures 4.2(e) and (f) confirms this finding.

Table 4.3 lists the mean accuracy for all configurations using the DCT feature. The table
confirms what was suggested by the ROC curves: AdaBoost performs about 10% worse
than the SVM classifier. Surprisingly, AdaBoost performs best with only 5 key points
regardless of the region size. As anticipated, per-class key point selection performs better
than expressive-vs-neutral selection. The best result – 84.4% mean accuracy – is achieved
using 96 key points and a region size of 12× 12px. A higher number of key points shows
lower performance suggesting that too many features can hurt classification performance.
Interestingly, the grid-approach outperforms express-vs-neutral selection and even per-
class selection given a region size of 8× 8px.

A detailed performance description of the configuration yielding highest mean accuracy can
be found in Table 4.4. ”Joy”is the expression yielding highest precision, recall and accuracy.
”Anger”, ”Disgust”and ”Sadness”are difficult classification subjects and perform the worst.
This finding is consistent with the ROC curves in Figure 4.2(a) as well as previous results by
Bartlett and Shan [BLF+05, SGM09]. The confusion matrix 4.5 highlights the difficulties
in discriminating ”Anger” from ”Disgust”, ”Disgust” and ”Sadness” as well as ”Fear” and
”Surprise” – expressions that share important features like raised lips or wide-opened eyes.

4.4.2 LBP Descriptor Performance

Figure 4.3(a) and (b) show the performance impact of the number of selected key points
on recognition systems using the LBP feature. As with the DCT feature, the cost-benefit
ratio of additional regions worsens with increasing number of key points. Unlike with
the DCT descriptor, even a very small number of key points and thus a relatively low-
dimensional feature descriptor shows a performance close to high dimensional features. As
demonstrated in Figures 4.3(c) and (d), per-class selection produces only slightly better
results than a grid approach given the same number of key points and region size.

Table 4.6 provides a comparison of the mean accuracy given different configurations. The
general results of the DCT feature descriptor analysis are repeated: AdaBoost performs
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(a) ”Joy”, SVM classifier, r = 6
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(b) ”Disgust”, SVM classifier, r = 6
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(c) SVM, r = 6, 64 key points (per-class)
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(d) SVM, r = 6, 64 key points (grid)

Figure 4.3: Impact of key point selection on LBP feature performance.

much worse than SVM classification, while the best result is achieved with 96 per-class
selected key points and a 12 × 12px region. Selecting more key points decreases per-
formance. The best performing AdaBoost configurations again use only 5 key points.
Per-class selection shows superior performance to expressive-vs-neutral selection as well as
a grid-based approach. Unlike with DCT descriptors, per-class selection is always superior
to the grid-approach regardless of the region size. This is consistent with Shan’s findings
[SGM09].

Table 4.7 lists precision, recall and accuracy by class for the best performing feature de-
scriptor. Again ”Joy” is with 92.5% accuracy and 71.5% recall the by far most recognizable
expression, while ”Disgust” is the most difficult expression with only 83% accuracy and
36.1% recall, followed by ”Fear” and ”Sadness’. The confusion matrix in Table 4.8 reasserts
this result by showing high confusion of ”Anger” and ”Disgust”, ”Disgust” and ”Sadness”,
as well as ”Fear” and ”Surprise”, but very high confidence in ”Joy”.
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Mean Accuracy
Classifier Key-Points r = 4 r = 6 r = 8 r = 12

AdaBoost 5 (per-class) 0.724 0.723 0.725 0.728
AdaBoost 20 (per-class) 0.723 0.721 0.721 0.725
AdaBoost 32 (per-class) 0.721 0.722 0.723 0.724
AdaBoost 64 (per-class) 0.723 0.722 0.724 0.727
AdaBoost 96 (per-class) 0.722 0.722 0.723 0.725
AdaBoost 144 (per-class) 0.721 0.720 0.720 0.723

SVM 5 (per-class) 0.832 0.831 0.831 0.825
SVM 20 (per-class) 0.852 0.854 0.850 0.841
SVM 32 (per-class) 0.857 0.855 0.852 0.841
SVM 64 (per-class) 0.857 0.857 0.854 0.838

SVM 96 (per-class) 0.857 0.859 0.850 0.839
SVM 144 (per-class) 0.855 0.852 0.852 0.838

SVM 5 (expressive) 0.822 0.828 0.824 0.825
SVM 20 (expressive) 0.839 0.840 0.842 0.839
SVM 32 (expressive) 0.844 0.849 0.843 0.836
SVM 64 (expressive) 0.854 0.854 0.850 0.840
SVM 96 (expressive) 0.847 0.852 0.848 0.842
SVM 144 (expressive) 0.853 0.855 0.852 0.844

SVM 16 (grid) - - - 0.837
SVM 36 (grid) - - 0.848 -
SVM 64 (grid) - 0.854 - -
SVM 144 (grid) 0.857 - - -

Table 4.6: Mean accuracy for all LBP feature configurations.

Anger Disgust Fear Joy Neutral Sadness Surprise Mean

Precision 0.460 0.396 0.417 0.746 0.515 0.423 0.605 0.509
Recall 0.503 0.361 0.399 0.715 0.568 0.451 0.549 0.507
F1 score 0.480 0.378 0.408 0.730 0.540 0.437 0.576 0.508
Accuracy 0.844 0.830 0.834 0.925 0.862 0.834 0.884 0.859

Table 4.7: Highest mean accuracy LBP classifier’s metrics by expression.
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Anger 290 125 41 34 52 65 24

Disgust 84 208 56 33 46 70 28

Fear 42 38 230 28 47 63 104

Joy 23 21 29 412 15 37 15

Neutral 60 59 51 21 327 65 52

Sadness 61 98 71 34 54 260 37

Surprise 16 27 98 14 35 16 316

Table 4.8: Confusion matrix of the highest mean accuracy LBP feature classifier.
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4.4.3 Gabor Descriptor Performance

Figures 4.4(a)-(d) show ROC curves of the best performing classifier configurations using
the Gabor feature. While the SVM classifiers show comparable results, AdaBoost based
classification shows a significantly lower performance. For ”Joy” the curve even crosses
the no-discrimination-line when reaching 90% true and false positive rate. The relative
unimportance of a high number of key points is shown again in Figures 4.4(e) and (f), but
in contrast to the LBP descriptor, the performance difference between n = 5 and n = 20
key points is significant.

Table 4.9 repeats the findings with DCT and LBP descriptors. Per-class key point selec-
tion outperforms expressive-vs-neutral selection and a high number of regions results in
a performance drop. Unlike with the other features, the turning point is reached sooner.
Also unlike with the DCT and LBP descriptors, highest mean accuracy is achieved by
grid-based feature extraction with a region size of 8×8px. This indicates that considering
all regions may be superior to computing energy content in large regions. The result is also
contradicting to Bartlett’s research [BLF+05], where AdaSVMs outperformed SVM classi-
fication on the global descriptor. However, this may be attributed to the differences in the
feature description and feature selection methods. The next best result can be achieved
with 32 per-class selected key points and shows an only 0.2% lower mean accuracy, but
has a significantly smaller feature descriptor.

To investigate this trend, additional experiments with region sizes of r = 1 and and r = 0
(consideration of only the key point pixel) were conducted. Per-class key point selection
can be slightly improved with smaller region size. Still, the best result of 86% mean
accuracy is achieved by selecting the 32 most meaningful regions. Expressive-vs-neutral
selection too benefits from small region sizes, achieving 85.9% mean accuracy with 144
key-points. It is likely that the performance of grid-based feature extraction would also
increase with smaller region radius. However, due to the very high feature dimensions
of |f | = 92160 (r = 1) and |f | = 368640 (r = 0) a comparison with key point selection
(|f | = 5760 with 144 regions) is – if at all – only partially possible.

Detailed performance measurements of the grid-based configuration are shown in table
4.10. With 93% accuracy and 72.4% recall, ”Joy” is again the most recognizable expression.
Unlike with DCT and LBP features, the Gabor descriptor performs worst in recognizing
”Sadness” and not ”Disgust”. The confusion matrix in Table 4.11 shows once more high
confusion of ”Anger” and ”Disgust”, ”Disgust” and ”Sadness” and ”Fear” and ”Surprise”
while ”Joy” shows the least amount of mis-classifications.

4.4.4 Key Point Selection

Figure 4.5 shows the locations of 96 key points extracted using the different feature de-
scriptors given the same region size. The regions of the DCT descriptor are spread over the
whole image area, while some faint clusters are forming around eye and mouth regions. In
contrast, the LBP descriptor tends to concentrate the key points around certain interest
points, e.g. around the inner brows and upper lip for ”Anger” and around the mouth and
eyes given a surprised expression. The Gabor descriptor exhibits inconsistent behavior,
scattering the selected regions for ”Anger” and ”Disgust”, but concentrating around eyes
and mouth for ”Joy” and ”Surprise”.
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(a) AdaBoost, r = 8, 32 key points (per-class)
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(b) SVM, r = 4, 32 key points (expressive)
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(c) SVM, r = 4, 96 key points (per-class)
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(d) SVM, r = 4, 144 key points (grid)
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(e) ”Joy”, SVM classifier, r = 4
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(f) ”Sadness”, SVM classifier, r = 6

Figure 4.4: ROC curves for several system configurations using the Gabor feature.
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Mean Accuracy
Classifier Key-Points r = 0 r = 1 r = 4 r = 6 r = 8 r = 12

AdaBoost 5 (per-class) - - 0.726 0.725 0.725 -
AdaBoost 20 (per-class) - - 0.725 0.726 0.724 -
AdaBoost 32 (per-class) - - 0.726 0.726 0.727 -
AdaBoost 64 (per-class) - - 0.724 0.724 0.723 -
AdaBoost 96 (per-class) - - 0.723 0.726 0.726 -
AdaBoost 144 (per-class) - - 0.726 0.725 0.727 -

SVM 5 (per-class) 0.839 0.836 0.836 0.835 0.832 0.829
SVM 20 (per-class) 0.850 0.852 0.850 0.850 0.847 0.836
SVM 32 (per-class) 0.860 0.857 0.860 0.855 0.853 0.843
SVM 64 (per-class) 0.858 0.857 0.857 0.856 0.852 0.842
SVM 96 (per-class) 0.859 0.859 0.858 0.855 0.849 0.842
SVM 144 (per-class) 0.857 0.860 0.856 0.854 0.854 0.842

SVM 5 (expressive) 0.819 0.824 0.824 0.826 0.819 0.816
SVM 20 (expressive) 0.848 0.850 0.846 0.846 0.842 0.833
SVM 32 (expressive) 0.852 0.851 0.849 0.848 0.843 0.835
SVM 64 (expressive) 0.851 0.852 0.852 0.848 0.845 0.836
SVM 96 (expressive) 0.853 0.853 0.853 0.849 0.844 0.839
SVM 144 (expressive) 0.859 0.856 0.852 0.851 0.847 0.840

SVM 16 (grid) - - - - - 0.843
SVM 36 (grid) - - - - 0.854 -
SVM 64 (grid) - - - 0.860 - -

SVM 144 (grid) - - 0.862 - - -

Table 4.9: Mean accuracy for all Gabor feature configurations.

Anger Disgust Fear Joy Neutral Sadness Surprise Mean

Precision 0.495 0.408 0.451 0.771 0.562 0.399 0.553 0.520
Recall 0.441 0.411 0.425 0.724 0.641 0.422 0.564 0.518
F1 score 0.466 0.410 0.438 0.747 0.599 0.410 0.559 0.519
Accuracy 0.856 0.831 0.844 0.930 0.877 0.827 0.873 0.862

Table 4.10: Highest mean accuracy Gabor classifier’s metrics by expression.
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Anger 254 91 39 19 30 47 33

Disgust 112 237 45 33 32 95 27

Fear 29 45 245 18 39 56 111

Joy 14 37 18 417 16 25 14

Neutral 69 41 36 28 369 76 38

Sadness 65 104 73 45 51 243 28

Surprise 33 21 120 16 39 34 325

Table 4.11: Confusion matrix of the highest mean accuracy Gabor feature classifier.

37



4. Evaluation

(a) DCT descriptor, r = 6, 96 key points.

(b) LBP descriptor, r = 6, 96 key points.

(c) Gabor descriptor, r = 6, 96 key points.

Figure 4.5: Key point locations using per-expression selection. Expressions from left to
right: Anger, Disgust, Fear, Joy, Neutral, Sadness, Surprise.

The key point locations of expressive-vs-neutral selection are shown in Figure 4.6. Using
the DCT descriptor, key points are concentrated mostly around the mouth and eye regions,
regardless of the region size. The LBP feature scatters key points around the mouth and
eye regions for a radius of r = 4 and concentrates the regions around the inner brows
and the mouth for r = 6. With higher radius, key point locations diverge towards the
image border leaving the face only sparsely covered. This indicates multiple selection of
the same sub-features, meaning that the base classifier used for feature selection may not
perform better than random for large LBP feature regions. This result becomes even more
apparent using the Gabor feature. It is noticeable that most of the key points are located
in the lower half of the facial image. Given r = 8, a small number of regions concentrates
around the mouth, while only 7 regions account for the eyes, cheek and inner brows. Once

r = 4 r = 6 r = 8 r = 12

D
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T
L

B
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G
ab
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Figure 4.6: Key point locations using expressive-vs-neutral selection.
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4.4. Results

more, this may be caused by poor performance of the key point selection base classifier
given the Gabor feature.

These results differ from Shan’s experiments, where the selected regions distributed mostly
around the mouth and eye area [SGM09]. The difference may be explained by the use of
a broader selection process as well as the use of the Cohn-Kanade dataset, which does not
include as much variation in pose and facial structure as the web image database used in
this study.
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5. Conclusion

The purpose of this study was twofold. First, focus was placed on building a database
suitable for creating and evaluating expression recognition systems. The database was
compiled from web-images and features 4761 labeled faces of male and female subjects of
different ethnicities and age groups ranging from infants to elderly people. Face bounding
boxes, eye positions and displayed facial expression were manually labeled. While the ex-
pression’s intensities are not encoded, the additional meta-information provided by Google
image search could be utilized in multi-modal classification systems.

Due to variations of expression intensity, head pose and lighting conditions as well as partial
face occlusions and overlaying watermarks make the dataset an interesting challenge for
classification systems with focus on web- or magazine images.

In the second part a modular system for facial expression recognition was developed.
Though the goal was to classify Ekman’s basic expressions, the modular approach is open
to any number of classes, including AU detection.

Feature descriptors based on the discrete cosine transform, local binary patterns and Gabor
filters were formulated in terms of pixels around key points. This approach can be seen
as generalization of the local appearance based approaches often found in literature that
divide the image into non-overlapping blocks of the same size. Three different methods to
select significant key point locations were explored: Placing the regions on a regular grid –
corresponding to the subdivision approach – as well as boosting for meaningful key points
in per-class and expressive-vs-neutral contexts.

It has been shown that the per-class approach is generally superior to expressive-vs-neutral
selection, which was expected. Consistent with Shan’s results [SGM09], LBP features
performed best with key point selection and SVM classifiers. This result also applies to
DCT based features. In both cases, 96 key points with a region size of 12 × 12px had
shown best results. In contrast, Gabor features excelled with non-overlapping regions of
8 × 8px. This is a surprising result, because it is inconsistent with Bartlett’s findings
that AdaSVMs show superior performance to non-boosted SVM classification [BLF+05].
However, the feature descriptors and feature selection used by Bartlett is different than
the methods used in this thesis.
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5. Conclusion

Feature Regions Size |Feature| Precision Recall Accuracy

DCT 96 (per-class) r = 6 960 0.457 0.454 0.844
LBP 96 (per-class) r = 6 5664 0.509 0.507 0.859
Gabor 144 (grid) r = 4 5760 0.520 0.518 0.862

Table 5.1: Comparison of best performing configurations by feature descriptor.

As summarized in Table 5.1, Gabor features performed best, while DCT features fall
behind with 1.8% less mean accuracy. However, the DCT descriptor has a much lower
dimensionality and is faster to compute than both LBP and Gabor features and thus
more suitable for real time applications. The LBP feature stands on middle ground re-
garding computational complexity as well as recognition performance. Depending on the
requirements, DCT features should be used when fast reaction time is more important
than accurate results and Gabor based descriptors should be chosen if the priorities are
inversed. The LBP descriptor offers reasonable performance with little computational
complexity and can be considered a good choice for interactive applications with focus on
reasonable recognition performance.

When designing a classification system based on key point selection, the impact of the
number of key points on the recognition performance has to be taken into account. As
shown in tables 4.3, 4.6 and 4.9, too many key points may drop performance at a certain
point. Careful analysis is needed to find optimal selection parameters. Neither Bartlett
nor Shan account for this phenomenon in their experiments: Bartlett’s system continues
to select features until a termination criterion is reached, while Shan et al. always extract
50 meaningful regions [BLF+05, SGM09]. It remains to be seen if their systems could be
improved by choosing an appropriate amount of boosted features.

5.1 Research Prospects

The proposed system offers several starting points for future enhancements, mostly con-
cerning the feature selection process.

The LBP descriptor might be improved by using a pyramid of several operators with
different radii to capture larger scale structures that elude the basic LBP operator. Similar
to the Gabor feature, relevant sub-features would be selected using a boosting method.
However, such an approach would lessen the speed advantage of local binary patterns over
Gabor filters.

Following Shan, the key point selection could be extended by allowing rectangular (non-
square) regions of variable size. Other feature extraction parameters like the number of
DCT coefficients to drop and take could be varied as well.

To further improve the quality of selected regions, extended boosting algorithms like mu-
tual information (MI) boosting [SBBW05] or FloatBoost [LZ04] could be employed. MI
boosting introduces the notion of mutual information as a measure of independence of two
random variables. Instead of choosing the weak classifier ht that minimizes classification
error under the distribution Wt, MI boosting accepts ht only if it contributes with a certain
amount of additional information. FloatBoost on the other hand applies a back-tracking
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5.1. Research Prospects

mechanism in each iteration of the algorithm to remove non-effective weak classifiers from
the committee. In both cases the resulting strong classifier consists of fewer, more sig-
nificant weak classifiers. Applied to feature selection, the resulting descriptor would be
both smaller and more expressive. However, both algorithms have significantly higher
computational complexity than AdaBoost.

Another enhancement could select smaller sub-features that do not correspond to facial
regions anymore. In case of LBP features such an approach could be interpreted as only
considering meaningful textons in a given region.

As mentioned above, the system could also be modified to recognize action units. Similar
to CERT, Ekman’s basic expressions could then be inferred by combining the output of
the several AU detectors. In the same vein, recognition could be performed on video
sequences rather than on static images. If so, the contribution of temporal relationships
to the recognition performance should be explored.

Lastly, the system output could be fused to describe a point in activation-evaluation space
(see [CDCT+01]), which has been shown to be a surprisingly powerful device to model
emotion. Such an output would especially be useful in human computer interaction, e.g.
for social robots and virtual driving assistants.
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