
 
 

Abstract 
 

In this paper we investigate the benefits of using a local 
appearance-based face recognition scheme against the 
problem of facial occlusion. We proposed two separate 
automatic block selection approaches to select the local 
image blocks that could be used for classification. 
Proposed approaches are tested against both upper and 
lower facial occlusions using the AR face database. 
Significant improvements are observed in the face 
recognition performance. 
 

1. Introduction 
Face recognition has become one of the most addressed 

pattern recognition problems due to its importance as a 
natural biometric trait and due to its role in human 
computer interfaces.  

Holistic approaches have been dominating the face 
recognition research since the beginning of 1990s [1-4]. 
On the other hand, recently, local appearance based face 
recognition approaches have attracted a growing interest 
[5-9]. In [5] salient local regions, such as the eye regions, 
are used to perform modular eigenfaces based face 
recognition. In [6], the face image is divided into 
rectangular smaller sub-images without considering any 
specific regions, and the eigenfaces approach is then 
performed on each of these sub-images. In [7], the local 
facial regions are located by a support vector machine 
(SVM) and the combined local features are classified 
again with SVM. In [8], the face image is partitioned into 
several local regions and each local region is represented 
by linear discriminant analysis (LDA). To combine the 
features extracted from each local region, another LDA is 
used.  

In [9], a generic face representation approach is 
introduced as a baseline for local appearance based face 
recognition. Discrete cosine transform (DCT) is utilized 
for representing the local regions. The input face image is 
partitioned into 8x8 pixel blocks, and on each block DCT 
is performed. The most relevant DCT features are 

extracted using the zig-zag scan and the obtained features 
are fused either at the feature level or at the decision level 
for face recognition. The approach is extensively tested on 
the CMU PIE [10] and Yale [3] face databases. It is 
compared with the well known holistic approaches 
Eigenfaces [1], Fisherfaces [3], two face recognition 
architectures of independent component analysis (ICA) 
[4], and with the other local appearance based method that 
uses principal component analysis (PCA) [6]. The 
experimental results show that the proposed local 
appearance based approach performs significantly better 
than the holistic approaches. It also outperforms modular 
PCA approach [6] which indicates that DCT is a better 
choice than the PCA for local appearance-based face 
representation. Besides the performance improvement, the 
proposed approach has the advantages of using data 
independent basis and fast computation of the DCT 
features. Moreover, this approach is tested on FRGC 
version 1 data set for face verification [11], and a recent 
version of it on FRGC version 2 data set for face 
recognition [12], and it provided better and more stable 
results than the holistic baseline –eigenfaces. This 
representation scheme is also tested under video-based 
face recognition evaluations and again provided better 
results [13,14]. 

In this paper, following the studies [9,11,12,13,14], we 
investigate the effect of block selection to the performance 
of local appearance based face recognition scheme. One of 
the benefits of using the local appearance-based face 
recognition scheme lies in its robustness against local 
variations. In a holistic appearance-based approach a local 
variation due to expression, illumination or occlusion 
changes can modify the entire feature vector, however, in 
a local appearance-based scheme a local variation effects 
only the feature coefficients extracted from corresponding 
local regions. Furthermore, the local appearance-based 
scheme facilitates selection of the “important” local 
regions for face recognition. This way, both the 
performance and speed of face recognition can be 
increased by using only these “important” local regions. 
We proposed two block selection approaches that select 
the “important” local regions automatically for each test 
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image. That is, for each test image, a different set of image 
blocks are used according to the result of block selection 
algorithm. This approach facilitates to handle the local 
variations that occur on different parts of the face image. 
For instance, it is expected from the block selection 
algorithm to choose the local regions located at the upper 
facial part if there is a variation at the lower part of the 
face, or vice versa.  

The organization of the paper is as follows. In Section 
2, discrete cosine transform is described briefly. Face 
recognition using block-based DCT is explained in 
Section 3. The proposed block selection approaches are 
introduced in Section 4. Experimental results are 
presented and discussed in Section 5. Finally, in Section 6, 
conclusions are given. 

2. Discrete Cosine Transform 
Discrete cosine transform (DCT) is a well-known signal 

analysis tool used especially in compression standards due 
to its compact representation power. It’s known that 
Karhunen-Loeve transform (KLT) is the optimal 
transform in terms of information packing, however, its 
data dependent nature makes it infeasible to implement in 
some practical tasks. Moreover, DCT closely 
approximates the compact representation ability of the 
KLT, which makes it a very useful tool for signal 
representation both in terms of information packing and in 
terms of computational complexity due to its data 
independent nature. 

The 2-D discrete cosine transform of an NxN image is 
defined as: 
 

                                                                                         (1) 
                                                   

for u, v = 0, 1, … , N - 1 where 
 

                                                                                         (2) 
 

 
 
 
The obtained DCT basis functions for N = 4 are 

illustrated in Fig. 1 (each base is scaled separately for 
illustration purposes). As one can notice from the top-left 
part of the basis functions and also from Eq. 1, the (0,0) 
component represents the average intensity value of the 
image, which can be directly effected by illumination 
variations. 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1. An illustration of DCT basis functions for N = 4 

3. Face Recognition Using DCT 
Local appearance based face representation using 

block-based discrete cosine transform is a generic local 
approach and does not require detection of any salient 
local regions, such as eyes, as in the modular or 
component based approaches [5,7,8] for face 
representation. The local appearance based face 
representation can be performed as follows: A detected 
and normalized face image is divided into blocks of 8x8 
pixels size. The reason for choosing a block size of 8x8 
pixels is to have small-enough blocks in which stationarity 
is provided and transform complexity is kept simple on 
one hand, and to have big enough blocks to provide 
sufficient compression on the other hand. It is also the 
block size in the JPEG compression standard. On each 
block DCT is performed. The obtained DCT coefficients 
are ordered using the zig-zag scanning (Fig. 2).  

 

 

Figure 2. An illustration of zig-zag scan pattern 
 

From the ordered coefficients, the first coefficient is 
removed since it only represents the average intensity 
value of the block, and from the remaining coefficients the 
first M of them are selected resulting an M-dimensional 
local feature vector.  
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Figure 3. The diagram of block selection using image pixel values 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. The diagram of block selection using DCT coefficients 

4. Block Selection 
Block selection is done by measuring the similarity 

between the pixel values or DCT coefficients of each 
block of the average training image and the pixel values 
or DCT coefficients of the corresponding blocks of the 
test image (Fig. 3,4). This facilitates adaptive block 
selection. In other words, for each new test face image, 
different blocks can be selected. 

Block selection using image pixel values (Fig. 3) is 
performed as follows. The average pixel values of the ith 
block of the training images can be calculated as 
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where N is the number of images in the training set and 
btra,i represents the vector that contains the average pixel 
values of the ith block. This K dimensional vector’s mean 
value can be calculated as 
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By subtracting the vector’s mean value from its pixel 

values, the itra,b is obtained 
 
                     itraitraitra m ,,, −= bb .                            (5) 
 
Similarly, the mean value of the ith block in the test 

image can be calculated as 
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Again, by subtracting the vector’s mean value from its 

pixel values, the itest,b is obtained 
 
                     itestitestitest m ,,, −= bb .                          (7) 
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Finally, the similarity between the ith block of the 
average training image and the corresponding block of 
the test image is calculated as 

 
              itestitraitestitrais ,,,, */* bbbb= .               (8) 
 

These calculated similarity scores are ordered and the 
blocks that have higher scores are used for face 
recognition. 

Block selection using DCT coefficients (Fig. 4) can be 
performed by following the same equations. In these 
equations, instead of using the image pixel values, the 
extracted M-dimensional local DCT feature vectors 
should be used. In this way, block selection procedure 
can be speeded up significantly. 

5. Experiments 
Two separate experiments are conducted to assess the 

contribution of block selection to the performance of the 
local appearance based face recognition algorithm. In the 
first experiment, the face recognition system is trained 
with face images that have no occlusion and tested 
against occluded faces from the same recording session. 
In the second test, again the system is trained with the 
face images that have no occlusion, but this time tested 
against occluded faces from a different recording 
session. The system is tested separately against two 
different kinds of occlusions: Person wearing sun-
glasses and person wearing a scarf. The local appearance 
based approach is also compared with the holistic 
baseline –eigenfaces [1]. The AR face database [15] is 
used in the experiments.  

The nearest neighborhood classifier is used in the 
study. The L1 norm is used as the distance metric since it 
is observed that, it provides better results in both of the 
local and holistic approaches compared to the L2 norm 
and cosine angle. The L1 distance between M 
dimensional feature vectors ftraining and ftest can be 
calculated as 
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5.1. Intra-session Experiments 
The face database used in the intra-session 

experiments consists of 990 face images of 110 
individuals that are taken from the first session of the 
AR face database [15]. Each individual in the derived 
face database has nine images. These images are 
annotated as “1: neutral expression”, “5: left light on”, 
“6: right light on”, “8: wearing sun glasses”, “9: wearing 
sun glasses and left light on”, “10: wearing sun glasses 

and right light on”, “11: wearing scarf”, “12: wearing 
scarf and left light on”, “13: wearing scarf and right light 
on”. From these nine images, the ones with annotations 
“1, 5, 6” are used for training and the remaining ones 
with annotations “8, 9, 10” are used for testing against 
upper face occlusion and the ones with annotations “11, 
12, 13” are used for testing against lower face occlusion. 
The face images are aligned using the eye center 
locations and scaled to 64x64 pixels resolution. Sample 
images can be seen in Fig. 5. 

 

   
 

   
 

   
 

Figure 5. Sample face images from the AR face database 
 
As stated in Section 3, the aligned face images are 

divided into 8x8 pixels blocks resulting in 64 non-
overlapping local image regions as shown in Fig. 6. 
According to the used block selection approach, either 
block selection is performed first and then DCT is 
applied on the selected blocks (Fig. 3) or DCT is applied 
first and then block selection is done (Fig. 4). For 
classification, 5-dimensional local feature vectors are 
extracted from each selected block. For the baseline 
eigenfaces system 320 dimensional feature vectors are 
used for classification which is also the dimension of 
feature vectors when all the blocks are used for 
classification in a local appearance-based face 
recognition scheme. 

  

     
 

Figure 6. Sample partitioned face images 
 

The correct classification rates of the block selection 
approaches against lower face occlusion problem are 
shown in Fig. 7. DCT –BS 1 denotes block selection 
using image pixel values and DCT –BS 2 implies block 
selection using DCT feature vectors. For the local 
appearance-based scheme, this figure shows the correct 



 
 

recognition rates for each used number of blocks. For 
eigenfaces approach, it shows the correct recognition 
rate using 320 dimensional feature vectors. It is apparent 
that both of the block selection approaches and the local 
appearance-based scheme without block selection 
outperform the eigenfaces significantly. The correct 
recognition rate obtained by eigenfaces is very low, 
however, this result is very close to the one obtained in 
[16], showing the difficulty of face recognition against 
occlusion.  

As it can be observed from Fig. 7, block selection 
using image pixel values perform slightly better then 
block selection using DCT coefficients, nevertheless the 
performance difference is not significant. Therefore if 
the processing time is a critical issue, then instead of 
using 64-dimensional image pixels for similarity 
measurement, one can use 5-dimensional DCT feature 
vectors without sacrificing much from the face 
recognition performance. 

 

 
 

Figure 7. Correct recognition rate versus number of used 
blocks on the intra-session experiment with lower face 
occlusion 

 
The performance increases in both of the block 

selection approaches at the beginning as the used 
number of blocks increases. It saturates when the 
number of used blocks is around 10. After this point it 
increases slightly till around half of the blocks are used. 
The performance decreases by further increase in the 
number of used blocks. For instance, the correct 
recognition rate when one uses only 10 blocks with the 
first block selection approach is 74.2%, it is 79.7% when 
one uses 32 blocks, and  69.7% when all the blocks are 
used. This shows that block selection contributes to the 
face recognition performance significantly. Moreover, it 
also speeds up the classification process by halving the 
feature vector’s dimensionality. Although, local 

appearance-based face recognition approach with a 
block selection scheme requires an additional step of 
determining the “important” blocks, when the number of 
training samples that a test image should be compared 
against increases, this extra calculation remains 
insignificant compared to the total feature comparison 
during classification. Let’s say we have N training 
images in our database that a test image should be 
compared against, which results DxN feature point 
comparisons, where D is the dimension of the feature 
vector. If we use DCT coefficients for block selection, it 
causes only an additional comparison of the test image 
with the average training image, which results in total 
D*(N/2 +1) feature point comparisons assuming that we 
only use the half of the number of total blocks for 
classification. Since, in general, the number of training 
samples we have is much more than two , N >> 2, the 
amount of processing time required for face recognition 
using local appearance-based approach with block 
selection is almost half of the required processing time 
for local appearance-based face recognition without 
block selection.   

In Fig. 8, average importance order of the blocks that 
is obtained against lower face occlusion is shown. 
Smaller numbers imply more importance. This order is 
obtained by sorting the averaged block similarity 
measures calculated for each test face image. It can be 
seen that, as one can expect, the blocks located in the 
upper half of the face image have more importance. 
 

8 20 21 31 34 33 24 1 
39 32 19 7 6 17 30 40 
9 5 13 18 14 12 2 3 

23 26 29 4 11 22 10 28 
38 56 35 15 16 44 58 37 
55 25 42 57 54 36 27 53 
48 63 49 51 52 45 64 47 
60 43 46 61 59 50 41 62 

 

Figure 8. The average importance order of the blocks obtained 
on the intra-session experiment with lower face occlusion 

 
Fig. 9 shows the performance of the block selection 

approaches against upper face occlusion problem. Again, 
the block selection approaches perform much better than 
the baseline, eigenfaces approach. However, this time, 
the correct recognition rates obtained by local 
appearance-based scheme are not as high as the ones 
obtained against lower face occlusion. This indicates 
that, upper face regions contain more discriminative 
information than that of  the lower face regions.  



 
 

 
 

Figure 9. Correct recognition rate versus number of used 
blocks on the intra-session experiment with upper face 
occlusion 
 

The average importance order of the blocks obtained 
against upper face occlusion is given in Fig. 10. As it 
can be observed, the blocks that correspond to the sun-
glasses regions have the least importance. This validates 
our adaptive block selection scheme, that is, the location 
of the selected blocks changes as the location of 
variation changes. This is a very important property. If a 
system can not adapt the weights of the local regions, it 
can not handle the variations that may occur on the 
different parts of the face. For example in [16], the tested 
commercial face recognition software performed very 
well against lower face occlusion, however, its face 
recognition performance was less than half of the 
baseline eigenfaces’ performance when it is tested 
against upper face occlusion. This implies that within the 
commercial software, the upper face regions were 
assigned with higher fixed weights than the lower face 
regions which caused poor results for the upper face 
occlusion case.  

 
6 20 23 29 28 30 22 3 

56 50 7 16 25 10 44 51 
57 58 59 62 55 60 61 41 
63 43 54 11 4 64 46 48 
38 8 17 26 33 39 1 37 
2 19 24 45 35 15 27 5 

14 42 36 34 31 32 49 13 
53 18 12 47 40 9 21 52 

 
Figure 10. Average importance order of the blocks obtained on 
the intra-session experiment with upper face occlusion 

5.2. Inter-session Experiments 
In the inter-session experiments, the same amount of 

data is used, that is, the used face database consists of 
990 face images of 110 individuals that are taken from 
the AR face database [15]. Each individual in the 
derived face database has nine images. The same 
training data is used, as the one used in intra-session 
experiments which are selected from the first recording 
session of the AR face database. On the other hand, the 
test images are selected from a different session which is 
separated by two weeks from the first recording session. 
They have the same annotations with the ones in intra-
session experiments. The face images are aligned using 
the eye center locations and scaled to 64x64 pixels 
resolution. 

Fig. 11 plots the correct recognition rates of the block 
selection approaches against lower face occlusion for 
varying number of used blocks. The observed outcomes 
are similar to the ones obtained in intra-session 
experiments. The main difference, one can notice is the 
relatively worse performance values. This is expected, 
since in this experiment the occlusion problem is 
coupled with the time gap between training and testing 
data, hence causing a more difficult problem. 
 

 
 

Figure 11. Correct recognition rate versus number of used 
blocks on the inter-session experiment with lower face 
occlusion 
 

The average importance order obtained in this 
experiment is depicted in Fig. 12. Although there is a 
change in the order, the blocks located in the upper half 
of the face image still have more importance. This 
verifies our block selection scheme. 

 
 
 



 
 

4 20 19 24 29 32 25 3 
37 31 18 6 5 12 26 40 
10 8 11 21 15 14 2 7 
22 27 30 1 9 23 16 28 
48 50 41 17 13 53 51 42 
57 33 44 58 59 36 34 52 
39 64 47 54 56 49 63 46 
55 35 38 61 60 43 45 62 

 

Figure 12. Average importance order of the blocks obtained on 
the inter-session experiment with lower face occlusion 
 

Correct recognition rates and importance order of the 
blocks against upper facial occlusion is shown in Figs. 
13 and 14, respectively. Again, the results of this 
experiment confirm the findings of the intra-session 
experiments. 
 

 
 

Figure 13. Correct recognition rate versus number of used 
blocks on the inter-session experiment with upper face 
occlusion  

 
3 25 21 24 28 32 17 1 

58 51 5 14 23 9 38 50 
54 60 57 62 52 61 59 41 
64 44 56 10 6 63 36 49 
45 7 18 22 34 43 2 39 
4 26 29 42 37 16 27 8 

12 46 31 35 30 33 48 11 
55 19 15 47 40 13 20 53 

 

Figure 14. The average importance order of the blocks 
obtained on the inter-session experiment with upper face 
occlusion 

6. Conclusions 
In this paper we investigate the benefits of using 

adaptive block selection in a local appearance-based face 
recognition scheme. We proposed two block selection 
approaches and perform extensive experiments against 
lower and upper face occlusion. We observed that even 
without block selection, local appearance-based face 
recognition outperforms the holistic baseline 
significantly against the occlusion problem. With block 
selection, only by using half of the total number of 
blocks, around 10 to 15% absolute increase is obtained 
in the correct recognition rate against lower face 
occlusion, and around 5% absolute increase is obtained 
in the correct recognition rate against upper face 
occlusion. Moreover, the reduction in feature 
dimensionality speeds up the face recognition system.  

As a future work, we plan to develop a probabilistic 
weighting scheme to weight each block’s contribution to 
the face classification. 
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