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Abstract. This work presents a real-world, real-time video-based open-set fac
recognition system. The system has been developed as a visitor intevieae

a visitor looks at the monitor to read the displayed message before kigomiin
the door. While the visitor is reading the welcome message, using the images
captured by the webcam located on the screen, the developed fagaitiero
system identifies the person without requiring explicit cooperation. Afiegrto

the identity of the person, customized information about the host is cedvé@p
evaluate the system’s performance in this application scenario, a faasada
has been collected in front of an office. The experimental results orotrexted
database show that the developed system can operate reliably urideonda
conditions.

1 Introduction

Face recognition is one of the most addressed topics in ctanpision and pattern
recognition research communities. Closed-set face ifigation problem, assigning
test images to a set of known subjects, and face verificatiomparing test images
with the ones from claimed identity to check whether therol& correct or not, have
been extensively studied. However, on open-set face rétmgrdetermining whether
the encountered person is known or not and if the person iwkifioding out who he
is, there exists only a few studies [1, 2]. In [1] a transduetbased approach is intro-
duced. To reject a test sample, its k-nearest neighborssakto derive a distribution
of credibility values for false classifications. Subsedlyerthe credibility of the test
sample is computed by iteratively assigning it to everyiaghe k-neighborhood. If
the highest achieved credibility does not exceed a cerésiel,| defined by the previ-
ously computed distribution, the face is rejected as unkn@therwise, it is classified
accordingly. In [2] accumulated confidence scores are tiotded in order to perform
video-based open-set face recognition. It has been staatdnt open-set face recog-
nition, determining whether the person is known or unknow/a imore challenging
problem than determining who the person is.

Open-set identification can be seen as the most generic fbface recognition
problem. Several approaches can be considered to solvaatof©them is to perform
verification and classification hierarchically, that is p@rform first verification to de-
termine whether the encountered person is known or unknognteen, if the person is
known, finding out who he is by doing classification (Fig. 1&).alternative approach



can be training an unknown identity class and running jusassdier (Fig. 1b). A third
option is running just verifiers. A test image is comparedragaach known subject to
see whether it belongs to that subject or not (Fig. 1c). Ifrelverifiers reject, then the
image is classified as belonging to an unknown person. If omeooe verifiers accept,
then the image is classified as belonging to a known persomngrthese approaches,
we opt for the last one, which we name as the multi-verifiecaipproach. The main
reason for this choice is the better discrimination progtihg the multi-verification ap-
proach. The first method requires a verifier to determine kromknown persons. This
requires training the system with face images of known aricdhown persons. Since
human faces are very similar, generating a single knowmbonvk verifier can not be
highly discriminative. In the second method, training assafe unknown class would
not be feasible, since the unknown class covers unlimitedbau of subjects that one
cannot model. On the other hand, with the multi-verificat@proach, only the avail-
able subjects are modeled. The discrimination is enhangied the available data from
a set of unknown persons for support vector machine (SVMadasrifiers.
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Fig. 1: Possible approaches for open-set face recognition

The system has been developed as a visitor interface, whast@ looks at the
monitor before knocking on the door. A welcome message @alied on the screen.
While the visitor is looking at the welcome message, the systientifies the visitor
unobtrusively without needing person’s cooperation. Adtw to the identity of the
person, the system customizes the information that it gen&bout the host. For exam-
ple, if the visitor is unknown, the system displays only &faiiity information about
the host. On the other hand if the visitor is known, dependinghe identity of the
person more detailed information about the host’s statdspdayed. A snapshot of the
system in operation can be seen in Fig. 2.



Fig. 2: A snapshot of visitor interface in operation.

2 Open-set face recognition system

This section briefly explains the processing steps of theldeed open-set face recog-
nition system.

2.1 Face Registration

In the system, faces are detected using Haar-like featassdbcascade of classifiers
[3]. Region-of-interest based face tracking is utilizedtmpensate misses in the face
detector. Eye detection is also based on cascade of cles§¥jeCascades were trained
for left and right eyes. They are then applied to detected fagions to find the eye
locations taking also anthropometric relationships ircocaint. According to the eye
center positions the face is aligned and scalegiita 64 pixels resolution.

Sample augmentation Imprecise registration reduces classification rate sicanifiy.
In order to mitigate the effects of improper registratioor, €very available training
frame 25 additional samples are created by varying the tdet&ye positions for each
eye independently in the four-neighborhood of the origdeikction. When these posi-
tions are modified, the resulting aligned faces are sligtiffgerent in scale, rotation and
translation. Finally, the number of representatives adaced to the original number of
samples by k-means clustering [2].

2.2 Face Representation

Face representation is done using local appearance-teseepresentation. There are
three main reasons to opt for this algorithm:

— Local appearance modeling, in which a change in a local negftects only the
features that are extracted from the corresponding blobkewhe features that are
extracted from the other blocks remain unaffected.



— Data independent bases, which eliminate the need of subspatputation. In the
case of real-world conditions, the variation in facial ag@ace is very high, which
causes difficulty to construct suitable data-dependergpades.

— Fast feature extraction using the discrete cosine trams{@CT), which enables
real-time processing.

This method can be summarized as follows: A detected andeadiface image is
divided into blocks oB x 8 pixels resolution. The DCT is applied on each block. Then,
the obtained DCT coefficients are ordered using zig-zag gadarn. From the ordered
coefficients,M of them are selected and normalized according to a featleetism
and feature normalization strategy resulting infdrdimensional local feature vector
[4]. In this study, we utilizedV/ = 5 coefficients by leaving out the first coefficient
and using the following five coefficients. This local featweetor is then normalized
to unit norm. Finally, the feature vectors extracted fromareblock are concatenated to
construct the global feature vector. For details of the i@tlgm please see [4].

2.3 \Verification

Support vector machines based verifiers are employed irntldy §]. Support vector
machines (SVMs) are maximum margin binary classifiers tbatesa classification
task using a linear separating hyperplane in a high-dins@asiprojection-space. This
hyperplane is chosen to maximize the margin between pesitid negative samples.
A polynomial kernel with degre® is used in this study. Confidence values are derived
directly from the sample’s distance-to-hyperplane, gizéwernel” and the hyperplane
parametersy andb,

d(w;) = K(w,z;i) +b. 1)

2.4 Multiple verification

As mentioned earlier, this work formulates the open-se¢ fa@cognition problem as
a multiple verification task. An identity verifier is trainddr each known subject in
the database. In testing, the test face image is presenteactoverifier andV veri-
fications are performed, wherg denotes the number of known subjects. If all of the
verifiers reject, the person is reported as unknown; if owegis, the person is accepted
as known and the verified identity is assigned to him; if mbanta single verifier ac-
cepts, the person is accepted as known and the identity ofetlifeer with the highest
confidence is assigned to him. Verifier confidences are iplyersroportional to the
distance-to-hyperplane. Given a new sampla set of verifiers for every known sub-
ject{vy,...,un}, and a distance functiof(v;, =) of samplex from subject training
samples using classifief, the accepted identities are

identities, = {ili € [1...n],d(v;,x) < t}. 2

The best score ig, = min{d(v;,x)|j € identities,} and the established identity is
id = argmin;{d(v;,z)|j € identities,}.

For video-based identification;-best match lists, where < N, are used. That is,
at each frame, every verifier outputs a confidence score amt@these confidence



Table 1: Data organization for open-set face recognitigredrments
Training data
Known |5 subjects|4 sessions
Unknown 25 subjectsl session
Testing data
Known |5 subjects|3 — 7 sessions per pergon
Unknown 20 subjectsl session per person

scores, only the first of them having the highest confidence scores are accumulated
Before the accumulation, the scores are first min-max-nlzethso that the new score
value in the n-best list is

Si — Smin .
=1 ST Smin_ i=1,2 ... 3)
Smax — Smin

Then, the scores are re-normalized to yield a sum of dng,, s; = 1, in order to
ensure an equal contribution from each single video frame.

3 Evaluation

The data set consists of short video recordings of 54 subfgttured in front of an

office over four months. There is no control on the recordimgditions. The sequences
consist of 150 consecutive frames where face and eyes aetelet Fig. 3 shows some
captured frames. As can be seen, the recording conditionshange significantly due
to lighting, motion blur, distance to camera and change efulew angle. For exam-

ple, as the subject comes closer to the system, his face aviilted more to see the
interface. The subjects are assigned to two separate gesugaown and unknown

subjects. The term known refers to the subjects that aredaiddine database during
training, whereas unknown refers to the subjects that areadded to the database.
Unless otherwise stated, in the experiments, five subjedts,are the members of a
research group, are classified as known people. 45 subjbctae mainly university

students and some external guests, are classified as unkyenpte. The recordings
of four additional subjects are reserved for the experirrenwhich the effect of num-

ber of known subjects to the performance is analyzed. Thefsetording sessions is
then further divided into training and testing data. Knowhbjsects’ recordings are split
into non-overlapping training and testing sessions. Fitwerdb recordings of unknown
subjects, 25 are used for training and twenty of their reéogslare used for testing.
The organization of the used data can be seen in Table 1. Abecanticed, for each

verifier training, there exists around 600 frames (4 sessitB0 frames per session)
from the known subject. On the other hand, the number of @viailframes from the

unknown subjects is around 3750 frames (25 sessions, Is@$rper session). In order
to limit the influence of data imbalance during verifier tiag unknown recordings are
undersampled to 30 images per used training session, makotgl of 750 frames.
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Fig. 3: Sample images from the data set

Open-set face recognition systems can make three diffeypas of errors. False
classification rate (FCR) indicates the percentage of ctiyraccepted but misclassified
known subjects, whereas false rejection rate (FRR) shoegpdinicentage of falsely
rejected known subjects and false acceptance rate (FAR)smmnds to the percentage
of falsely accepted unknown subjects. These three errorstéiave to be traded off
against each other in open-set face recognition by modjfgithreshold and cannot be
minimized simultaneously. In the case of SVM-based verifier obtained by moving
the decision hyperplane. The equal error rate (EER) is ditfisaghe point on the ROC
curve whereF AR = FRR + FCR.

3.1 Frame-based verification

Frame-based verification implies doing verification usingrale frame instead of an
image sequence. Each frame in the recordings is verifiedateha that is, the decision
is taken only using a single frame at a time. The results sfékperiment, at the closest
measurement point to the point of equal error, are report@dble 2. In the table CCR
denotes the correct recognition rate and CRR denotes tmectaejection rate. The
threshold value used was = —0.12. The SVM classification is modified by shifting
hyperplane in parallel towards either class, so that thestpfane equation becomes
wr +b=A.

Obtained receiver operating characteristic (ROC) curmebesseen in Fig. 4. To an-
alyze the effect of FRR and FCR on the performance, they ateepl separately in the
figure. The dark gray colored region corresponds to theedwae to false known/unknown
separation and the light gray colored region correspontissterrors due to misclassi-
fication. Similar to the finding in [2], it is observed that dehining whether a person
is known or unknown is a more difficult problem than finding wdito the person is.

Table 2: Frame-based verification results
[CCR [FRRFAR [CRR [FCR]
[90.9 %48.6 %48.5 9491.5 %0.5 %
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Fig. 4: ROC curve of frame-based verification

Table 3: Progressive score and video-based classificatuits
CCRFRR|FAR|CRR/FCR
Frame 90.9/8.6 |8.5 [91.5|0.5

Progressiv9.5/0.5 (0.1 [99.9|0
Video 100 (0 |0 |100 |O

3.2 Video-based verification

As the data set consists of short video sequences, theauditnformation can be used

to further improve classification results. We evaluated difi@rent cases. In the case of
progressive verification, the frames up to a certain insgarth as up to one second, two
seconds etc., are used and the decision is taken at thafispestant. The performance

is calculated by averaging the results obtained at eachrindh the case of video-based
verification, the decision is taken after using the framethefentire video.

Table 3 shows the improved results with the help of accuradlatores. In both
cases the video-based score outperforms the progressirasdmecause the accumula-
tion over the whole image sequence outweighs initial mésifecations that are present
in the progressive-score rating.

Fig. 5 shows the development of the classification rates fingle subject over a
sequence. The results usually stabilize after about 15efsamhich implies that only
15 frames can be used to make a decision. Using more datdyusuatases the per-
formance further.

The following experiments were performed with basic frapased classification
using SVM-based classification and no further optimizatidrhe hyperplane decision
threshold for SVM classification was not modified here ahe- 0 was used.

3.3 Influence of the number of training sessions

The influence of the amount of training data on the verificagierformance is analyzed
in this experiment. The more training sessions are used tie likely is a good cover-



Fig. 5: Classification score development aftdrames

age of different poses and lighting conditions. This resinlta better client model with
more correct acceptances and fewer false rejections. Foexperiment, the available
data is partitioned into training and testing sets as erpthin Table 1. However, the
amount of used training sessions has varied from one to fmsgiens. Consequently,
multiple combinations of training sessions are possilsi$ than the maximum of four
sessions are used for training. In these cases of all theinatidns 30 randomly se-
lected combinations are used due to the large humber oflplitiss and the obtained
results are averaged. Fig. 6 shows the classification ratésr@spect to number of
training sessions used. The standard deviation rangedagyasn if multiple combina-
tions exist. The classification results improve as moreisessre added. The highest
increase is obtained when a second session is added fangrain
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Fig. 6: Classification score by number of training sessions

3.4 Influence of the number of known subjects

In order to evaluate the influence of the number of known subjthat the system
can recognize, the number of known subjects in the systeraried: Four additional
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Fig. 7: Performance with respect to number of subjects

Table 4: Influence of sample augmentation
[CCR FRR |FAR |CRR |FCR

Non-augmente@®7.2 9%412.5 9%43.7 % [96.3 %40.3 %

Augmented |92.9 %6.3 % [12.6 %87.4 %0.8 %

subjects are added to the database. The number of subjeets kmthe system is varied
from one to nine. In order to generate the results, againldligossible combinations
of known clients are generated and results averaged.

Due to limited available data only tests with up to nine knasubjects were per-
formed. Security applications on the other hand have togmize hundreds of known
people. Nevertheless, the objective of this work is to dgvel smart interface where a
small group of people is required to be identified. Moreoitdras been shown in the
literature [2] and also in this paper that the main sourceablem arises because of the
difficulty in separating the known and unknown subjects. Figlustrates the change
of classification rates as the number of subjects known teyhEem is increased. It can
be seen that the correct classification rate nearly remagnsame as more subjects are
added. The correct rejection rate decreases as more subjecadded overall by 8%.
The false classification and false rejection rates remaaniyéhe same.

3.5 Sample augmentation

In order to increase the system’s overall robustness tolignisaent, the training set
is augmented with deliberately misaligned training imagegraining input image is
added multiple times with slight variations of the eye déterlocations and thus varied
registration. Table 4 presents the results of using samenantation and shows that
sample augmentation indeed further improves the resuttseduces the influence of
incorrect registration.



Table 5: Effect of undersampling. Originally, 150 frames available.
#framesCCR |FRR |FAR |CRR |FCR
30 87.29%12.5 %3.7 %496.3 %40.3 %
60 85.2 %14.7 %2.7 %997.3 %40.1 %
90 83.59%16.5 %2.4 9997.6 %40.0 %
150 83.59%16.5%2.3 %497.7 %40.0 %

3.6 Undersampling the unknown class

As 25 subjects are used to model the unknown class each hanwengession of about
150 recorded frames, there is an imbalance of positive agdtive samples for train-
ing: 3750 frames for the unknown class and only 600 for thenknolass. Akbani et
al. [6] analyzed the impact of imbalanced data sets and gezpmethods to overcome
the problem. Undersampling, albeit being simple, is alswshto yield good improve-
ments. Table 5 shows that undersampling improved the dar@ssification rate while
slightly raising the false acceptance rate because leaswde used to model the un-
known class.

4 Conclusion

A multi-verification based open-set face recognition sysie presented in this paper.
The system operates fully automatically and runs in reaktjat frame rate 30 frame/s)
on a laptop computer with a 1.6GHz Pentium M processor. Itiesn observed that

using video information improves the results significastiynpared to the frame-based
results. The performance increases as the used amouninifigradata increases. The
correct classification rate is only slightly affected wittetincreasing number of sub-
jects. Sample augmentation contributes the results pekitiBalancing the amount of

known and unknown person samples via undersampling hefpghhtraining. Overall,

it has been shown that the system works reliably under realdveonditions.
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